DATA DISTRIBUTION

EMD Training

625-EMD-009



Overview of Lesson

Introduction

Distribution Concepts
Logging in to ECS Hosts

Launching the Data Distribution Operator and
Storage Management Control GUIs

Monitoring/Controlling Distribution Requests
Modifying Preambles

Configuring Storage Management Polling and
Deleting Files from Cache

Monitoring Storage Management Server
Operations
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Launching the Order Manager GUI

Monitoring/Controlling Order Manager
Operations

Using the OMS Configuration Script (OMS CI)
Tuning Data Server Subsystem Parameters

Troubleshooting DDIST and Order Manager
GUI Problems

PDS Operations
Starting Up PDS
Shutting Down PDS

Monitoring/Controlling Product Processing
Using PDS 3
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Overview of Lesson (Cont.)

Monitoring/Controlling Order Processing
Using the PDSIS Ol

Using the PDS and PDSIS Cleanup Managers
Troubleshooting PDS Problems

Practical Exercise
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Objectives

« OVERALL:

— Develop proficiency in the procedures that apply to
data distribution operations

+ SPECIFIC:

— Describe the general functions and processes
associated with data distribution

» In the context of ECS DDIST, PDS, and OM GUI
operations

— Perform the steps involved in...
» logging in to ECS hosts

» launching the Data Distribution Operator and Storage
Management Control GUIs

» monitoring/controlling data distribution requests

A\

p)

v

modifying an e-mail preamble

» configuring Storage Management polling functions 5

v
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Objectives (Cont.)

. SPECIFIC (Cont.):

— Perform the steps involved in...

»

»

»

»

»

»

»

»

»

»

deleting files from cache

viewing Storage Management Event Log information
monitoring Storage Management server operations
launching the Order Manager (OM) GUI

viewing open intervention information on the OM GUI
responding to an open intervention using the OM GUI

monitoring and controlling distribution requests on
the OM GUI

changing the priority of a distribution request using
the OM GUI

suspending, resuming, canceling, or resubmitting a
distribution request using the OM GUI

editing ftp push parameters
6
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Objectives (Cont.)

. SPECIFIC (Cont.):

— Perform the steps involved in...

»

»

»

»

»

»

»

»

»

viewing operator alerts on the OM GUI
viewing a completed intervention using the OM GUI

viewing and responding to suspended ftp push
distribution destinations using the OM GUI

checking and modifying OM queue status using the
OM GUI

checking staging status

checking and modifying OM configuration
parameters

adding a destination to the frequently used
destinations list

viewing the OM GUI log
preparing an input file for use with the OMS CI

7
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Objectives (Cont.)

. SPECIFIC (Cont.):

— Perform the steps involved in...

»

»

»

»

»

»

»

»

»

processing an input file specified for Synergy lll
exceptions

configuring how long order-tracking information is
kept in the OMS database

switching between Synergy IV and Synergy Il
operations

modifying system parameters in database tables
troubleshooting DDIST problems
troubleshooting Order Manager GUI problems
starting up PDS

shutting down PDS

monitoring/controlling product processing using
PDS

8
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Objectives (Cont.)

. SPECIFIC (Cont.):

— Perform the steps involved in...

» monitoring/controlling order processing using the
PDSIS Ol

» troubleshooting PDS problems

9
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Objectives (Cont.)

- STANDARDS:

— Lesson content (procedures in the lesson)

— Mission Operation Procedures for the ECS Project
(611-EMD-001)

10
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Distribution Concepts

« ECS Context

— Data distribution for ECS is accomplished at the
Distributed Active Archive Centers (DAACS)

— People involved in data distribution activities are
Distribution Technicians

— Order Manager Subsystem (OMS) manages all the
orders for data arriving via...

» VO Gateway (GTWAY)

» Machine-to-Machine Gateway

» Data Pool Web Access GUI

» Spatial Subscription Server (NSBRYV)

11
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Distribution Concepts

« ECS Context (Cont.)

— OMS performs validation of the orders it receives
and dispatches each validated request to the
appropriate ECS order-fulfillment service:

» Science Data Server (SDSRV) in the Data Server
Subsystem (DSS)

» Product Distribution System (PDS)
» ftp daemon

— Data Server Subsystem (DSS), which manages
access to the data archive, is key to data
distribution as well as several other functions

12
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Distribution Concepts

« ECS Context (Cont.)

— Product Distribution System (PDS) supports the
distribution of data on the following types of media:

» 8mm tape cartridges
» Digital Linear Tape (DLT)
» Compact disk (CD)

» DVD (formerly “digital video disk” or “digital versatile
disk” now referred to as just "DVD")

13
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Distribution Concepts (Cont.)

« ECS Context (Cont.)

— OMS is the subsystem within ECS that validates
orders from users and dispatches validated
requests to the ECS order-fulfillment services

» Receives orders from the V0 Gateway (GTWAY),
Machine-to-Machine Gateway, Data Pool Web Access
GUI, or the Spatial Subscription Server (NSBRV)

» Performs validation of orders and creates
“interventions” for invalid orders (puts the orders on
hold)

» Dispatches each validated request to the appropriate
ECS order-fulfillment service; e.g., PDS, SDSRV, or
ftp daemon

14
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Distribution Concepts (Cont.)

« ECS Context (Cont.)

— Computer software configuration items (CSCIs) in
DSS

» DDIST
» STMGT
» SDSRV

— Computer software elements in PDS

» Product Distribution System Interface Server (PDSIS)
» Product Distribution System Stand-Alone (PDSSA)

15
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Distribution Concepts (Cont.)

« ECS Context (Cont.)

— DDIST CSCI formats and distributes data to users
» Accepts requests from the SDSRV CSCI
» Directs the STMGT CSCI to transfer data

— STMGT CSCI stores, manages, and retrieves data
files on behalf of other science data processing
components

» Provides interfaces that allow Data Distribution to
obtain access to disk space

» Provides for the copying of files into the archive for
permanent storage

16
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Distribution Concepts (Cont.)

« ECS Context (Cont.)

— SDSRV CSCI manages and provides user access to
collections of non-document Earth Science data

» Checks/verifies metadata

» Issues requests to the STMGT and DDIST CSCls to
perform storage and distribution services in support
of the processing of service requests, such as
insertion of data into the archive or distribution of
data products from the archive

17
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Distribution Concepts (Cont.)

« ECS Context (Cont.)

— PDSIS (PDS element that provides the interface
between ECS and the PDSSA)

» Accepts multiple digital product requests via
Version 0 Gateway (VOGW) Object Description
Language (ODL) files that are forwarded to PDSIS by
the Order Manager Server

» Requests digital product data that are not in the Data
Pool from ECS in product request parameter files
that are sent via the Science Data Server (SDSRV)
Command Line Interface (SCLI)

» Receives digital product data from ECS via ftp push

» Coordinates PDSSA processing to include detection
and resolution of data transfer problems, data flow
control, and order recovery

» Generates packaging and shipping artifacts (packing

lists, shipping labels, e-mail distribution notices)
18
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Distribution Concepts (Cont.)

« ECS Context (Cont.)

— PDSSA (PDS element that transfers digital products
to physical media)

» Acquires digital products from either PDS disks or
Data Pool disks, resolves and detects transfer
problems, and re-pulls data

» Transfers digital products to physical media (e.g.,
CD-ROM, DVD-ROM, High-density 8mm tape, DLT
7000c

» Prints labels and inserts (e.g., tape labels, CD-ROM

and DVD-ROM labels (printed on the disks), jewel-
case inserts

» Removes digital source files upon completion of a
media product

» Supports management of PDSSA data, job status,
and reports

» Supports management of PDSSA operations through

operator interfaces 19
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ECS Context Diagram
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Distribution Concepts (Cont.)

- OMS
— Order Manager Server (EcOmOrderManager)
— Sybase Adaptive Server Enterprise (ASE) Server
— Order Manager GUI (EcOmGUI)

 Order Manager GUI Start-Up

— Web-based GUI — uses a web browser (e.g.,
Netscape)

21
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Order Manager Subsystem:
Architecture and Interfaces

s

EcOmOrderManager

22
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Distribution Concepts (Cont.)

« OMS (Cont.)

— Examples of scripts that implement the Order Manager
GUI (/lusr/ecs/IMODE/CUSTOM/WWW/OMS/cgi-bin
directory on the Data Pool Server host) (not normally
invoked directly by Distribution Technicians)

»

»

»

»

»

»

»

»

»

»

EcOmGuiAgingConfig.pl
EcOmGuiCompletedinterv.pl
EcOmGuiConfigureFtpPushDetail.pl
EcOmGuiDistributionRequestDetail.pl
EcOmGuiEcsOrder.pl
EcOmGuiFtpPushDestinationsDetail.pl
EcOmGuiHome.pl
EcOmGuiMediaConfig.pl
EcOmGuiOpenintervDetail.pl

EcOmGuiServerStatistics.pl ”s
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Distribution Concepts (Cont.)

« OMS (Cont.)

— Distribution personnel start the OMS Command
Line Interface (OMS CI) using following start-up
script that is available in the
/lusr/ecs/IMODE/CUSTOM/WWW/OMS/cgi-bin
directory on the Data Pool Server host

» EcOmConfig.pl

24
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Distribution Concepts (Cont.)

 DDIST
— Data Distribution Operator GUI (EcDsDdistGui)
— Distribution Server (EcDsDistributionServer)
— Sybase Adaptive Server Enterprise (ASE) Server
— External Product Dispatcher (EPD)
— DDIST Command Line Interface (DCLI)

25
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Data Server Subsystem: .‘ - !
DDIST Architecture and Interfaces

STMGT CI

STMGT/DDIST
Database

ASE (Sybase)

=

EcDsDistributionServer

D
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\ EPD Server
Subsetter (epdserver)

Location | DDIST CI1
(e.g., DAAC))

DSS
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Distribution Concepts (Cont.)

 DDIST (Cont.)

— Start-up script used by Distribution Technicians
(/lusr/ecsIMODE/CUSTOM/utilities directory on the
Operations Workstation)

» EcDsDdistGuiStart

— Start-up scripts called by other applications (not
normally invoked directly by Distribution
Technicians)

» EcDsDataDistributionAppStart
» EcDsDdStart
» EcDsDistributionServerStart

— Other scripts

» DsDdSendMailPl.pl
» EcDsDdPTEdit.pl [obsolete]

27
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Distribution Concepts (Cont.)

« STMGT

— Archive Server (EcDsStArchiveServer)
— Staging Servers
» Cache Manager Server (EcDsStCacheManagerServer)

» Pull Monitor (EcDsStPullMonitorServer) [symbolic
link to the Cache Manager Server]

» Staging Disk Server (EcDsStStagingDiskServer)
— Resource Managers

» 8mm Server (EcDsSt8MMServer)

» DTF-2 Server (EcDsStDTFServer)

» FTP Server (EcDsStFtpServer)

» Copy Server (EcDsStCopyServer)

— Storage Management Request Manager
(EcDsStRequestManagerServer)

— Storage Management Control GUI (EcDsStmgtGui) %
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Distribution Concepts (Cont.)

« STMGT (Cont.)
— Sybase ASE Server
— Archival Management and Storage System (AMASS)

29
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Data Server Subsystem:
STMGT Architecture and Interfaces

EcDsStArchiveServer

EcDsStCacheManagerServer i = W-. EcDsStmgtGui Device Info
> «— » Request List
AMASS / \ ; i

_—-/-___

Resource
List
STMGT/DDIST
< Database /

A
—>

ASE ($ybase)

4

- y

EcDsStStagingDiskServer \ cDgStPullMonitorSeryer EcDsSt8MMServer

‘, EcDsStDTFServer
0.
. ,/ )

EcDsStCopyServer
EcDsStFtpServer STMGT CI

- Cowa][owsra
ST

,
v
EcDsStRequestManagerServer, L—/

FTP Daemon
30

625-EMD-009



Distribution Concepts (Cont.)

« STMGT (Cont.)

— Start-up script used by Distribution Technicians
(lusrlecs/MODE/CUSTOM/utilities directory on the
Operations Workstation)

» EcDsStmgtGuiStart

31
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Distribution Concepts (Cont.)

« STMGT (Cont.)

— Start-up scripts called by other applications (not
normally invoked directly by Distribution personnel)

» EcDsStFtpServerStart

» EcDsStStagingDiskServerStart

» EcDsStStart

» EcDsStStorageMgmtAppStart

» EcDsStArchiveServerStart

» EcDsStCacheManagerServerStart
» EcDsStRequestManagerServerStart
» EcDsSt8MMServerStart

» EcDsStDLTServerStart

» EcDsStCDROMServerStart

32
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Distribution Concepts (Cont.)

« STMGT (Cont.)

— Other scripts
» EcDsCheckArchive
» EcDsStConfigVolGrps
» EcDsStDbBuild
» EcDsStDbDrop
» EcDsStDbDump
» EcDsStDbDumpTrans
» EcDsStDblLoad
» EcDsStDbLoadTrans
» EcDsStDbPatch
» EcDsStFilesPerTapeUtility
» EcDsStVolGrpCreateMain.pl

33
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Distribution Concepts (Cont.)

« SDSRV

— Among the services that SDSRV provides to other
parts of the ECS is searching the inventory
database to determine whether particular granules
are available in the archive

» For example, the Machine-to-Machine Gateway does
searches through the Science Data Server even when
it places its orders through the OMS instead of the
SDSRV

» That means the Science Data Server must be running
in order for the Machine-to-Machine Gateway to
operate correctly whether the Machine-to-Machine
Gateway is configured to submit its orders to the
OMS or SDSRV

34
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Data Server Subsystem:
SDSRYV Architecture and Interfaces
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Distribution Concepts (Cont.)

. SDSRV (Cont.)

— Science Data Server (EcDsScienceDataServer)

— Hierarchical Data Format (HDF) EOS Server
(EcDsHdfEosServer)

— Granule Deletion Administration Tool
(EcDsGranuleDelete)

— Science Data Server GUI (EcDsSdSrvGui)

— Science Data Server (SDSRV) Command Line
Interface (SCLI) (EcDsSCLI)

— Autometric Spatial Query Server (SQS)
— Sybase ASE Server

36
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Distribution Concepts (Cont.)

. SDSRV (Cont.)

— Start-up script (/lusr/ecs/MODE/CUSTOM/utilities
directory on the Operations Workstation)

» EcDsSdSrvGuiStart

37
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Distribution Concepts (Cont.)

. SDSRV (Cont.)

— Other scripts
» EcTsDsClientDriverStart
» EcDsSrConvertEvt
» EcDsSrDbBuild
» EcDsSrDbDrop
» EcDsSrDbDump
» EcDsSrDbLoad
» EcDsSrDbMigrate
» EcDsSrDbPatch
» EcDsSrDbValids

38
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Distribution Concepts (Cont.)

 PDSIS
— PDSIS Operator Interface (PDSIS Ol)
— PDSIS Maintenance Module
— PDSIS Server (ECSPDSServer)
— PDSIS Cron
— PDSIS Midnight Cron
— PDSIS Cleanup Manager
— Cleanup Script
— Oracle Database Server

39
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Product Distribution System:
PDSIS Architecture and Interfaces

PDSIS Cleanup
Manager

PDS
Database
Oracle

PDSIS Server
(ECSPDSServer)

Operator Interface
(PDSIS OI)

onucking PDSIS Maintenance
List Module
PDSIS
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Distribution Concepts (Cont.)

 PDSIS (Cont.)

— Aliases available when logging in to the PDS Server
host using either a PDS user ID (e.g., pds, pds_st,
or pds_it) or a PDSIS user ID (e.g., pdsis, pdsis_ts1,
or pdsis_ts2):

» pdsisoi
» pdsismaint

— Aliases may vary somewhat depending on the site
set-up

41
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Distribution Concepts (Cont.)

 PDSIS (Cont.)

— Alternatively, the following start-up scripts are
available in the “run” subdirectory of the PDS root
directory (i.e., /usr/local/pds/run,
lusr/local/pds_st/run, or /usr/local/pds_it/run
depending on whether OPS-, TS1-, or TS2-mode
processing is being accomplished) on the PDS
Server host:

» pdsisoi_mode.sh, (e.g., pdsisoi.sh, pdsisoi_st.sh, or
pdsisoi_it.sh, depending on whether OPS-, TS1-, or
TS2-mode processing is being accomplished)

» pdsismaint_mode.sh (e.g., pdsismaint.sh,
pdsismaint_st.sh, or pdsismaint_it.sh, depending on
whether OPS-, TS1-, or TS2-mode processing is
being accomplished)

— Script names may vary somewhat depending on the

site set-up
42
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Distribution Concepts (Cont.)

 PDSIS (Cont.)

— Scripts available in the
lusr/local/pdsis_mode/utilities directory (i.e.,
lusr/local/pdsis/utilities,
lusr/local/pdsis_ts1/utilities, or
lusr/local/pdsis_ts2/utilities) on the PDS Server
host:

» EcPdPDSISServerStart
» EcPdIsPdsisCleanup
» EcPdPDSISResetOrder

43
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Distribution Concepts (Cont.)

 PDSIS (Cont.)

— Start-up scripts available (but not normally invoked
directly by distribution personnel) in the
lusr/local/pdsis_mode/utilities directory (i.e.,
lusr/local/pdsis/utilities,
lusr/local/pdsis_ts1/utilities, or
lusr/local/pdsis_ts2/utilities) on the PDS Server host
[typically called by other applications (especially
cron)]:

» EcPdPDSISCronStart

» EcPdPDSISMidnightCronStart
» EcPdIsPdsisActivator

» EcPdlsStartActivateCron

44
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Distribution Concepts (Cont.)

- PDSSA
— PDS Operator Interface (PDSOI)
— PDS Job Monitor (JOBMON)
— PDS Quality Check GUI (EcPdSaQCGui)
— PDS Maintenance Module
— PDSTOP (pdstop2.pl)
— Production Modules (e.g., genericout, genericout2)
— Rimage Data Publisher
— Rimage Production Server
— PDS Cleanup Manager
— Cleanup Script
— Oracle Database Server

45
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Product Distribution System:
PDSSA Architecture and Interfaces
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Distribution Concepts (Cont.)

« PDSSA (Cont.)

— Aliases available when logging in to the PDS Server
host as a PDS user (i.e., pds, pds_st, or pds _it):

» pdsoi
» pdsmaint
» jobmon

— Aliases may vary somewhat depending on the site
set-up

47
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Distribution Concepts (Cont.)

« PDSSA (Cont.)

— Alternatively, the following start-up scripts are
available in the “run” subdirectory of the PDS root
directory (i.e., /usr/local/pds/run,
/usr/local/pds_st/run, or /usr/local/pds_it/run) on the
PDS Server host:

» pdsoi_mode.sh, (e.g., pdsoi.sh, pdsoi_st.sh, or
pdsoi_it.sh, depending on whether OPS-, TS1-, or
TS2-mode processing is being accomplished)

» pdsmaint_mode.sh (e.g., pdsmaint.sh,
pdsmaint_st.sh, or pdsmaint_it.sh)

» jobmonitor

» pdscleanup
— Script names may vary somewhat depending on the
site set-up

48
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Distribution Concepts (Cont.)

« PDSSA (Cont.)

— Start-up script available in the “jobmon”
subdirectory of the PDS root directory (i.e.,
lusr/local/pds/jobmon, /usr/local/pds_st/jobmon, or
/usr/local/pds_it/jobmon) on the PDS Server host:

» jobmonitor

— Start-up script available in the run/verify
subdirectory of the PDS root directory (i.e.,
lusr/local/pds/run/verify,
lusr/local/pds_st/run/verify, or
/usr/local/pds_it/run/verify) on the PDS Server host:

» EcPdSaQCGui

49
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Distribution Concepts (Cont.)

« PDSSA (Cont.)

— Other applications in the “run” subdirectory of the
PDS root directory (i.e., /usr/local/pds/run,
/usr/local/pds_st/run, or /usr/local/pds_it/run) on the
PDS Server host (not normally invoked directly by
Distribution personnel)

» genericout
» genericout2
» l0out

» mkisofs

)

A\

pdstop2.pl

» Xxgettape_notae

v

)

N\

Scripts and production modules (e.g., demout,
drgout, I1out, nlapsout) that are used in non-ECS
implementations of PDS

50
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Distribution Concepts (Cont.)

- Data Distribution is a process of retrieving
archived data and providing the data to
requesters in response to the orders they
submit

— external requesters
— internal processes

- Data retrieved from the archives can be
distributed to requesters using either of the
following three general methods:

— Electronic pull
— Electronic push

— Hard (physical) media distribution on disks or tape
cartridges [distributed through the Product
Distribution System (PDS)]

51
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Distribution Concepts (Cont.)

 Method of data distribution is dictated by the
nature of the data distribution request

— Requester specifies the distribution method when
ordering or subscribing to the data

52
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Distribution Concepts (Cont.)

* Electronic Pull:
— Requester searches for a specific data product

— Requester submits an order for a “pull” of the data
using file transfer protocol (ftp)

— OMS validates the request (e.g., determines
whether the specified distribution medium is
appropriate for the quantity of data)

— OMS queues an insert action in the Data Pool
database for each granule of a request that is not
found to be on Data Pool disk

— The Data Pool (DPL) queues a granule-staged
action in the OMS database with status

» DPL notifies OMS when each granule has been
staged

— OMS builds and sends an e-mail notification to the
requester stating that the order has been filled 53
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Distribution Concepts (Cont.)

« Electronic Pull (Cont.):

— The requester pulls (transfers) the data by ftp from
the Data Pool disk (from the location specified in
the e-mail notification) to the requester’s own
system

» User directories have links to staged granules

54
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Distribution Concepts (Cont.)

e Electronic Push:
— Requester searches for a specific data product

— Requester submits an order for ftp “push” of the
data

— OMS validates the request

— OMS queues an insert action in the Data Pool
database for each granule of a request that is not
found to be on Data Pool disk

— Data Pool (DPL) queues a granule-staged action in
the OMS database with status

» DPL notifies OMS when each granule has been
staged

— OMS requests the ftp daemon to ftp the granule(s)
to the requester

— OMS builds and sends an e-mail notification to the
requester stating that the order has been filled 55
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Distribution Concepts (Cont.)

* Physical Media Distribution:
— Requester searches for a specific data product

— Requester submits an order for shipment of data on
a physical medium

— If an order to be delivered on a physical medium is
for a product other than a Landsat-7 product, the
Order Manager Server forwards the order to the
Product Distribution System (PDS)

— For Landsat-7 products, the V0 Gateway first
forwards the order to be delivered on a physical
medium to the Distributed Ordering, Research,
Reporting and Accounting Network (DORRAN) at
the Earth Resources Observation Systems (EROS)
Data Center (EDC); then when the gateway receives
a validated Product Request from DORRAN, sends
the Landsat-7 order to the Order Manager Server,
which forwards the order to PDS i
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Distribution Concepts (Cont.)

* Physical Media Distribution (Cont.):

— If the data for an order have not been pre-staged to
the Data Pool, the PDS orders the requested data
from the ECS using the Science Data Server
(SDSRV) Command Line Interface (SCLI)

» The PDS may break up large orders into smaller sets
and may elect to order granules for a request
individually

— If the data for an order have not been pre-staged to
the Data Pool, ECS delivers the data to the PDS
using its standard ftp push data distribution
capability

57

625-EMD-009



Distribution Concepts (Cont.)

* Physical Media Distribution (Cont.):

— The PDS transfers the data from either the Data
Pool or the PDS directories (as applicable) to the
specified physical medium

» Metadata from the Data Pool are copied onto the
physical medium in XML format (as .xml files)

» Metadata from the Science Data Server are copied
onto the physical medium in ODL format (as .met
files)

— The PDS e-mails a data distribution notice (order
shipment notification) to the user and (for
Landsat-7 orders) to DORRAN

— The PDS updates the ECS order-tracking database
to completed status

58

625-EMD-009



PDS (PDSIS) Order Management

* PDS Order Break-Down vs. ECS Order Break-
Down

— Disparities in the way the various elements are
managed

— Differences in the terminology that refers to the
different elements

» ECS “orders” are composed of “requests” and
requests consist of granules

» In PDS (i.e., PDSIS) each ECS “request” is converted
to an “order” composed of “units” and a unit
consists of one granule

59
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PDS (PDSIS) Order Management

* PDS Order Break-Down vs. ECS Order Break-
Down (Cont.)

— ECS requests are grouped by media type

» If there is a problem with a request in an ECS order, it
causes a problem with the entire order

— In PDS if there is a problem with some of the units
in an order, it is possible to ship a partial order (i.e.,
the customer receives the units that can be
completed)

» Additional units in the order may be completed at a
later time
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ECS to PDS Order Breakdown
Structure

PDSIS Control PDSSA Control
ECS Order #
Request ID 1 => PDS Order# 1
Granule 1 Unit 1 A R
Granule 2 Unit_2 {;j
Granule 3 Unit 3 Media I-n
Granule 4 Unit 4 )
Granule 5 Unit_5 > Packing List
Granule 6 Unit_6 _—
- - Distribution Notice (e-mail)
Granule 7 Unit_7
Granule n Unit_n j
- - j Packing Slip
Request ID 2 => PDS Order# 2
Granule 10 Unit_1
Granule 11 Unit_2
Granule 12 Unit 3
Granule 13 Unit 4
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PDS (PDSIS) Order Management
(Cont.)

* “Grouping” Methodology

— Large orders (e.g., greater than 300GB) are
managed by PDSIS via a “grouping” methodology

» Grouping affects both media creation and working
space cleanup and release

— There are two grouping factors, only one of which
(as specified in one of the PDSIS database tables) is
in effect at a time

» Granule size
» Group limits

— The grouping factor is relevant only for orders that
are larger than the value assigned to the current
grouping factor

— When PDSSA completes units, the disk space is

made available for additional data from ECS
62

625-EMD-009



PDS (PDSIS) Order Management
(Cont.)

« “Grouping” Methodology (Cont.)
— Granule-size grouping:

» If the granule size limit is 35,000, an order for 600
megabytes of data would not be broken up into
chunks because it is smaller than the granule size
limit

» When the size of an order (e.g., 45,000 megabytes) is
greater than the size limit, PDSIS makes a chunk of
data available to PDSSA after the amount of data

received from ECS reaches the size limit (35,000
megabytes)

— Group-limits grouping:

» PDSIS makes a chunk of an order available to PDSSA
when the number of units specified in the database
has been received from ECS

» If the value for the group limit is NULL, all units are
made available to PDSSA only after all unit data have
been staged by ECS 63
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PDS Order Grouping

PDSIS Control PDSSA Control
ECS Order #
Request ID 1 => PDS Order# 1
Granule 1 " Unit 1
Granule 2 Unit 2 (3) Operator Releases
Granule 3 > - > Unit_3 'by_oo:_ der #
Granule_ 4 (2) Unit(s) released Uni t_ 4 - by Unit(s)
(1)Job/Chunking Limit Granule 5 -/ Unit §
DAAC Configurable - -
35000 MB Granule 6 ) Unit_6
@oz;its Granule 7 L > Unit_7
Granule_n (4) Unit(s) released Unit_n
Request ID 2 => PDS Order# 2
Granule 10 Unit_1
Granule 11 Unit_2
Granule 12 Unit 3
Granule 13 Unit 4
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Logging in to ECS Hosts

* Logging in to ECS hosts is accomplished
from a UNIX command line prompt

— It is an initial set of steps that is performed when
accomplishing many other Data Distribution tasks

* Procedure
— Access the command shell
— Set the DISPLAY environmental variable

— Log in to the specified host using secure shell and
the specified user ID
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Launching Data Distribution and
Storage Management GUIs

« Software applications associated with Data
Distribution

— Data Distribution Operator GUI (EcDsDdistGui)

— Distribution Server (EcDsDistributionServer)
— Sybase ASE Server

« Data Distribution depends on a number of
related servers, especially...
— Science Data Server servers

— Storage Management servers
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Launching Data Distribution and
Storage Management GUIs (Cont.)

« Software applications associated with
Storage Management

— Storage Management Control GUI (EcDsStmgtGui)
— Archive Server (EcDsStArchiveServer)

— Cache Manager Server
(EcDsStCacheManagerServer)

— Pull Monitor (EcDsStPullMonitorServer)

— Staging Disk Server (EcDsStStagingDiskServer)
— 8mm Server (EcDsSt8MMServer)

— FTP Server (EcDsStFtpServer)

— Storage Management Request Manager
(EcDsStRequestManagerServer)
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Launching Data Distribution and
Storage Management GUIs (Cont.)

« Software applications associated with
Storage Management (Cont.)

— Sybase ASE Server
— Archival Management and Storage System (AMASS)
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Launching Data Distribution and
Storage Management GUIs (Cont.)

* Use UNIX command line to gain access to
GUIs

* Procedure (Launching the Data Distribution
Operator and Storage Management Control
GUls)

— Access a terminal window logged in to the
Operations Workstation

— Change directory to the utilities directory

— Enter the command to start the Data Distribution
Operator GUI

— Enter the command to start the Storage
Management Control GUI
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Data Distribution Operator GUI: ===
Distrib’n Requests Tab

EARTH PROBES
WLEAS NDLIVWHOAN) V1V

i
=

LARTH DUSTRVING SYSTEM

I Data Distribution Operator GUl — T52
File Selected Edit View Options

Distrib®n System Tape Preanble Event
Pequests Requests 1Ds Editor Logging

Data Distribution - Track Activity

Diata Distribution Requests Items: 2&
Request Requester Esdt Media Priority St
ID Type

[1 18311339657957 cnshared MODO1.001 FtpPush Normal
[1 1831161630910 cmshared  MODO1.001 FtpPush Normal
[1 186122654949935 cmshared  MODO1.001 FtpPush Normal
[1 186154947328507 cmshared MODO1 001 FtpPush Normal
[ 1 186155010722901 cmshared MODO1 001 FtpPush Normal
[1 18615501258878 cmnshared MODO1.001 FtpPush Normal
[1 186155013779322 cmshared  MODO1.001 FtpPush Normal
[1 186155014844059 cnshared MODO1 001 FtpPush Normal
[ 1 186155017274633 cmshared MODO1 001 FtpPush Normal
[1 186155021922735 cmshared MODO1.001 FtpPush Normal
[1 186155022611660 cmshared  MODO1.001 FtpPush Normal
[] 18615502369123 cmshared  MODO1.001 FtpPush Normal
[] 186155023709057 cmshared MODO1 001 FtpPush Normal
[ 1 186155023837510 cmshared MODO1.001 FtpPush Normal
[1 186155023856991 cmshared  MODO1.001 FtpPush Normal
[1 186155029404326 cmshared  MODO1.001 FtpPush Normal
[ ] 186155031312558 cmshared MODO1.001 FtpPush Normal
Fmd|

Change Ypress - Appiy ‘

Priority: Refresh
Mark N TN TR Suspend New Hegune RNew

shipped ‘ Caneel ‘ Suapand ‘ Basine ‘ Ré;uests ‘ Regrests ‘

Operator Messages
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Storage Management Control GUI:
Storage Config. Tab

EARTH PROBES
WLEAS NDLIVWHOAN) V1V

i
=

LARTH DUSTRVING SYSTEM

Stor t Control
File Options Backup Delete Help
Saturday August 30, 2003 02:49:25 PM Mode: OPS
= W
=
Storage Vol Grp Resource Cache Storage Request
Config. Cconfig. Mngnnt . Stats. Events Status

Configuration Parameter Reporting

Server # of .
Type Servers Description

8MM Stacker Server
ARCHIVE Archive Server
CACHE MANAGER Cache Management Server
CDROM CDROM Device Server
DLT DLT Stacker Server
DTF 1 DTF Device Server

Times to Re-route _ﬂ Apply to Server Type

Server
Name Status

sodify Servers
6l Server Viow Statkers

Operator Messages .’—.

I .
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Monitoring/Controlling Data
Distribution Requests

« Data Distribution activities are monitored and
controlled using....
— Data Distribution Operator GUI
— Storage Management Control GUI

« DAAC Distribution Technician monitors and
manages data distribution requests primarily
via the Data Distribution - Track Activity
window of the Data Distribution Operator GUI

72

625-EMD-009



Monitoring/Controlling Data
Distribution Requests (Cont.)

 From the Data Distribution - Track Activity
window the DAAC Distribution Technician
can perform the following functions:

— View data distribution requests

— Change the priority of a selected request

— Cancel, suspend, or resume processing of a
request

— Filter on all or specific requests by...
» Request ID
» Requester
» Media Type
» State (current status)
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Monitoring/Controlling Data
Distribution Requests (Cont.)

 The Data Distribution - Track Activity window
displays the following information (plus
additional information) for each data
distribution request:

— Request ID

— Requester

— ESDT Type

— Media type

— Priority

— State

— Estimated # of Media

— Total Size [of the request]
— # of Files

74
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Monitoring/Controlling Data
Distribution Requests (Cont.)

* Procedure

— Configure data distribution polling (subordinate
procedure)

— Observe data distribution request information
displayed in the Data Distribution Requests list

— Filter requests as necessary (subordinate procedure)

— Change the priority of distribution requests
(subordinate procedures)

— Change the status of distribution requests
(subordinate procedures)

» Suspend requests

» Resume processing of suspended requests
» Cancel requests

» View open interventions on the OM GUI

— Troubleshoot distribution problems as necessary 75
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Configuring Data Distribution
Polling

* Refresh Options Dialogue from the GUI
Options menu is used for...

— switching the Data Distribution database polling
function on or off

— modifying DDist Polling Rate

» specifies how often (in seconds) the system updates
the information displayed in the Track Activity window

— modifying Error Retry Rate

» specifies the time (in seconds) that the system waits
before trying to poll the Data Server after a failed try

— modifying Select Confirmation Min

» specifies the number of records that triggers a
confirmation dialogue box for a selected action

— modifying the Overdue Limit

» specifies the time limit (in hours) for declaring

requests “overdue” 76
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Configuring Data Distribution
Polling (Cont.)

* Procedure

— Select Options —» System Settings from the pull-
down menu of the Data Distribution Operator GUI

— Click on the DDist Polling On button to change the
state of polling

— Enter value for the polling rate (if applicable)
» default value is 30 seconds
— Enter value for the error retry rate (if applicable)

— Enter value for Select Confirmation Min (if
applicable)

— Enter value for Overdue Limit (if applicable)

— Click on the Ok button to apply the values and
dismiss the dialogue box
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Refresh Options Dialogue Box

Refresh Options

W DDist Polling On 0Ok ‘ Cance1‘

DDist Polling Rate: S

Error Retry Rate: .

Select Confirmation Min: m records

Overdue Limit: mhﬂurs
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Filtering Data Distribution Requests

* Filtering Data Distribution Requests

— Data distribution requests can be filtered with
respect to the following criteria:

» request ID
» requester

» media type
» state

— Procedure
» Select View — Filter
» Select filter criteria

» Click on the OK button to implement the selections
and dismiss the dialogue box
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LARTH DUSTRVING SYSTEM

Distribution Filter Requests
Dialogue Box

Distribution Filter Requests

LJ Request ID
|  Requester
1 A1l Requests
Media Type:
BMM
CDROM U1
DLT
DvD
FtpPull None
FtpPush
sCp
State:
_| Pending _| Suspended
_| Active _| Suspended with Errors
_| Staging _Waiting for Shipnent
_l Transferring _l Shipped
_I cancelled _| Failed
Al None |
0K ‘ Apply ‘ Cancel ‘ Help ‘
80

625-EMD-009



Changing the Priority of Data
Distribution Requests

* Procedure

— Highlight the distribution request to be assigned a
different priority

— Select the new priority using the Change Priority
button

— Click on the Apply button to implement the priority
change
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Suspending/Resuming Data
Distribution Requests

* Under certain circumstances it may be
advisable to suspend the processing of a data
distribution request and resume it at a later

time
* Procedure

— Click on the Suspend New Requests button to
suspend all new distribution requests

— Select the individual distribution request to be
suspended and click on the Suspend button to
suspend a single distribution request

— Click on the Resume New Requests button to
resume processing of all new distribution requests

— Select the individual distribution request for which
processing is to be resumed and click on the
Resume button to resume processing of a single
distribution request
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Canceling Data Distribution
Requests

« Sometimes it may be necessary to cancel the
processing of a data distribution request

* Procedure
— Select the distribution request to be canceled
— Click on the Cancel button
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Modifying Preambles

 Preamble Editor tab on the Data Distribution
Operator GUI allows the Distribution Technician
to review and/or modify the text of preambles to
the following types of documents:
— Packing list
— Successful e-mail
— Failed e-mail
* Preambles for different types of distribution are

accessible in the
lusrlecs/MODE/CUSTOM/data/DSS directory on
the Distribution Server host (Sun internal server

host)
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Modifying Preambles

« Types of media:
— 8MM
— CDROM
— DLT
— DVD
— Ftp pull
— Ftp push
— Secure copy distribution (scp)
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Data Distribution Operator GUI:
Preamble Editor Tab

I Data Distribution Operator GUI — OPS
File Selected Edit VWiew Options

Distrib’n Systen Tape Preamble
Requests Requests IDs Editor Logging

Media Type: Preamble Type Packing List —

Preamble Text

Reset Save Clear

Operator Messages

EARTH PROBES
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Data Distribution Operator GUI:
FTP Push Successful E-Mail

I Data Distribution Operator GUI — T52
File Selected Edit Wiew Options

5 | ad

Distrib’n Systen Tape Preamble Event
Requests Requests IDs Editor Logging

EARTH PROBES
WLEAS NDLIVWHOAN) V1V

i
=

LARTH DUSTRVING SYSTEM

DLT
FtpPull
FtpPush

Media Type: Preamble Type |Successftul Enail 4|

Preamble Text

Thank you for using the Earth Obserwving System Distribution
Systen. For more information on your request contact the
DAAC.

Please include the data below in any correspondence with the
DAAC.

The data distributed for this request can be found on the
FTPHOST below 1in the directory specified by FTPDIR below.

Thank You!

Reset Save Clear

Operator Messages

07/08/2001 13:51:47 Verify Connection to server was successful
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Modifying Preambles (Cont.)

* Procedure

— Select the Preamble Editor tab of the Data
Distribution Operator GUI

— Select the appropriate media type

— Select the appropriate preamble type
— Edit the preamble text

— Save the edited preamble
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Preamble Save Confirmation
Dialogue Box

- 0 0 0 0000 0 00 000 00—}
I preambleSaveDialog

Do you want to save this Preamble Text?

|
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Configuring STMGT Polling &
Deleting Files from Cache

« Configuring Storage Management Polling
(Storage Management Control GUI Options
menu)

— Switch Operator Notification Timer polling on or off

— Modify parameters
» Database Polling Rate
» Error Retry Rate
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Storage Management Control GUI:
Session Settings Dialogue

I Session Settings

Operator Notification Timer

W Polling |ON
Database Polling Rate: Secs
Error Retry Rate: 5ecs

ok Apply Cancel
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Configuring STMGT Polling &
Deleting Files from Cache (Cont.)

« Configuring Storage Management Polling:
Procedure

— Select Options — System Settings from the pull-
down menu on the Storage Management Control
GUI

— Set the Operator Notification Timer to the
appropriate polling state (off or on) if applicable

— Enter the database polling rate if applicable
— Set the error retry rate if applicable
— Apply the modifications

92

625-EMD-009



Configuring STMGT Polling &
Deleting Files from Cache (Cont.)

« Cache Stats. tab on the Storage Managemet
Control GUI

— Displays all of the files that are in the cache areas,
including the Pull Monitor and other staging areas

— Displays general statistics on the selected cache

— Allows the operator to manually delete expired files
in cache areas

— A just-enough-cache cleanup strategy has been
implemented

» Caches (including the Pull Area) generally remain full
because each cache manager (including the cache
manager that is configured as the Pull Monitor or Pull
Area Manager) automatically identifies and removes
just enough old files to accommodate new ones

» Consequently, it is likely that manual cache cleanup
will not be performed very often
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MABAS EANTH SCIENCE ENTERPSSE

Storage Management Control GUI:
Cache Stats. Tab

Storage Managerr

EARTH PROBES

P
]
E
L
2
H
2
|
£
£

File Options Backup Delete ﬂe'lp‘
Thursday May 22, 2003 07:45:36 AM Mode: TS1
T W
= . | g
Storage Vol Grp Resource Cache Storage Request
Config. Config. Mngnnt . Stats. Events Status

Cache Statistics

Number of
Resident Files:

Current
Utilization:

Maximum File
Size (Blocks):

Used Space
(Blocks):

Free Space
(Blocks): Size (Blocks):
Total Space
(Blocks):

Average File
Size {Blocks):

Max Rows Returned: m Prev| Next

Cache Information

File Last Delete
Filename Size Expiration Accessed Flag State

Mari Unmark
Doiets Deieie m
Operator Messages .’_.

05/22/03 07:43:34 GRCleanup began at May 22 2003 7:41AM Total Rows processed
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Configuring STMGT Polling &
Deleting Files from Cache (Cont.)

* Deleting Files from Cache: Procedure

— Select the Cache Stats. tab on the Storage
Management Control GUI

— Select the cache containing the files to be deleted
— Select the file to be deleted from the cache
— Click on the Mark Delete button

— If any file has been inadvertently marked Delete,
first click on the row corresponding to the file then
click on the Unmark Delete button
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Configuring STMGT Polling &
Deleting Files from Cache (Cont.)

* Viewing Storage Management Event Log
Information: Storage Events tab on the
Storage Management Control GUI

— Search the Event Log

— Obtain reports on events that have occurred in
Storage Management

— Review information concerning a particular Storage
Management event

» Number
» Date
» Level
» Type
» Message
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Configuring STMGT Polling &
Deleting Files from Cache (Cont.)

« Storage Events tab (Cont.)

— Search criteria (can be used individually or in
combination to view entries in the Event Log)

» Date Interval
» Event Type

» Event Level

» Message
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MABAS EANTH SCIENCE ENTERPSSE

Storage Management Control GUI:
Storage Events Tab

EARTH PROBES
WLEAS NDLIVWHOAN) V1V

Storage Managem

File Options Backup Delete Help
Thursday May 22, 2003 07:48:10 AM Mode: TS1
il il || || L)

Storage Vol Grp Resource Cache Storage Request
Config. Config. Mngnnt . Stats. Events Status

Event Log Search Parameters

Date Interval:

Event Type: Any = Event Level: Any =

Max Rows Returned: m
Clear
Bearelh Paraneters

Search Records Fuund:|25

Event Log

Date Type Message

05/22/03 1:4 6 CleanWhenPulled updated
05/22/03 1414 CleanWhenPulled updated
05/22/03 H CleanWhenPulled updated
05/22/03 H CleanWhenPulled updated
05/22/03 1: CleanWhenPulled updated
05/22/03 0 1: CleanWhenPulled updated

Operator Messages .’_.

05/22/03 07:43:34 GRCleanup began at May 22 2003 7:41AM Total Rows processed
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Configuring STMGT Polling &
Deleting Files from Cache (Cont.)

* Viewing Storage Management Event Log
Information: Procedure

— Select the Storage Events tab of the Storage
Management Control GUI

— Enter the defining characteristic(s) (e.g., time
period, event type, event level) of the event

— Click on the Search button to search the event log
for events that meet the specified criteria

— Observe event information displayed in the Event
Log table
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Monitoring Storage Management
Server Operations

 The Request Status tab on the Storage
Management Control GUI

— Makes it possible to monitor processing activity in
all of the storage management servers for a given
mode

 Request Status Information table

— Lists the requests that are currently being serviced
by storage management servers and those that
have been completed within the last 24 hours

— Using the Request Status tab the Distribution
Technician can detect stalled requests or servers
that appear to be idle
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Monitoring Storage Management
Server Operations (Cont.)

 Request Status Information table contents
— Operation [type of operation]
— Request ID
— Progress [current stage of processing]
— Status
— Priority

— When Submitted [time and date received by the
server that is responsible for the request]

— Last Updated [time and date status was last
updated]
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Monitoring Storage Management
Server Operations (Cont.)

* Procedure

— Click on the Storage Management Control GUI
Request Status tab

— Observe information displayed on the Request
Status tab of the Storage Management Control GUI

— If necessary, filter the list of Storage Management
requests shown in the Request Status Information
table by making the appropriate selection from the
Filtering pull-down menu:

» Server

» Operation

» Processing State
» Submitter

— Observe the Storage Management requests
displayed in the Request Status Information table

— To exit from the Storage Management Control GUI

select File —» Exit from the pull-down menu 102
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NASATS EANTH SCIENCE ENTERPISE

Storage Management Control GUI:
Request Status Tab

EARTH PROBES
WLEAS NDLIVWHOAN) V1V

i
=

LARTH DUSTRVING SYSTEM

Storage Mar

File Options Backup Delete Help
Sunday July 08, 2001 01:17:37 PM Mode: TS2
Storage Vol Grp Resource Cache Storage Request
Config. Config. Mngnnt . Stats. Events Status

Filtering

Request Status Information

Request ID Progress Status Priority

Allocate IngestR0Q595 Checkpointed DsEStStoredProcError NORMAL
Allocate IngestR0594 Checkpointed DsEStStoredProcError NORMAL
Allocate IngestR0534 Checkpointed DsEStStoredProcError NORMAL
Allocate IngestRO526 i DsEStStoredProcError NORMAL
CMRemoveLink Checkpointed DsEStStoredProcError XPRESS
CMRemovelink Checkpointed DsEStStoredProcError XPRESS
CMRenoveLink Checkpointed DsEStStoredProcError XPRESS
CMRemoveLink Checkpointed DsEStStoredProcError XPRESS
CMRemoveLink i DsEStStoredProcError XPRESS
CMRemoveLink Checkpointed DsEStStoredProcError XPRESS
CMRenovelink Checkpointed DsEStStoredProcError XPRESS
CMRemoveLink Checkpointed DsEStStoredProcError XPRESS
CMRemovelink Checkpointed DsEStStoredProcError XPRESS
CMRenoveLink Checkpointed DsEStStoredProcError XPRESS
CMRemoveLink ch pointed DsEStStoredProcError XPRESS
CMRenovelink ch pointed DsEStStoredProcError XPRESS
CMRemoveLink Checkpointed DsEStStoredProcError XPRESS
CMRenovelink Checkpointed DsEStStoredProcError XPRESS
CMRemoveLink Checkpointed DsEStStoredProcError XPRESS
CMRemovelink Checkpointed DsEStStoredProcError XPRESS
CMRenoveLink Checkpointed DsEStStoredProcError XPRESS
CMRemoveLink Checkpointed DsEStStoredProcError XPRESS
CMRenovelink Checkpointed DsEStStoredProcError XPRESS
CMRemoveLink Checkpointed DsEStStoredProcError XPRESS
CMRenmovelink ch pointed DsEStStoredProcError XPRESS
CMRemoveLink Checkpointed DsEStStoredProcError XPRESS
CMRemovelink Checkpointed DsEStStoredProcError XPRESS
CMRenoveLink Checkpointed DsEStStoredProcError XPRESS
SDLinkFile Checkpointed DsEStFileToBeLinkNotExist NORMAL
SDLinkFile i DsEStFileToBeLinkNotExist HIGH

SDLinkFile DsEStFileToBeLinkNotExist HIGH

SDLinkFile el i DSEStFileToBeLinkNotExist NORMAL

Operator Messages .J.

07/08/01 13:14:53 Error purging old database entries.
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Launching the Order Manager GUI

* Order Manager Subsystem (OMS)

— Manages orders arriving via either...
» V0 Gateway (VO GTWAY)
» Spatial Subscription Server (NSBRYV)
» Machine-to-Machine Gateway (MTMGW)
» Data Pool Web GUI (DPL Web GUI)

— Does not manage orders from some other sources
(e.g., input data for Data Processing)

— Performs validation (e.g., limit checking) of the orders it
receives before submitting the applicable requests to
the order-fulfilling services

104
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Launching the Order Manager GUI
(Cont.)

* Order Manager Subsystem (OMS)

— If the media t?lpe or ESDTs of a request are configured

as Synergy lll processing mode or the request is pre-
staged (i.e., ordered from the Data Pool Web GUI), the
server dispatches each validated request to the

g%%’lg{o,riate ECS order-fulfillment service; i.e., PDS or

— Otherwise, the server stages the order to Data Pool
storage éand creates links from staged files to the
FtpPull directory in Data Pool storage if the distribution
type is FtpPull), dispatches the order to the appropriate
service (i.e., PDS or OMS Ftp Drivel?, then sends a
Distribution Notice to the end user (when appropriate)
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Launching the Order Manager GUI
(Cont.)

* Order Manager Subsystem (OMS) (Cont.)
— Two modes of operation:
» S4 (Synergy IV)
» S3 (Synergy lll)
— Two levels of permissions for operation:
» Full-capability
» Limited-capability
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Launching the Order Manager GUI
(Cont.)

* Order Manager Subsystem (OMS) (Cont.)

— Order Manager performs validation of the orders it
receives before submitting the applicable requests
to the order-fulfilling services

— If a request does not pass validation, an
“intervention” is created and the request is held
until it has been reviewed by a DAAC technician

» The intent is to catch many of the kinds of exceptions
or errors that have caused requests to fail or be
suspended during downstream request processing

» Problems include very large orders and inappropriate
media selections (given the size of the order{)

— A DAAC technician reviews each intervention and
either modifies the request (if possible) or
terminates the request (if necessary)

» In either case negative effects on downstream
processing are less likely to occur
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Launching the Order Manager GUI
(Cont.)

* Order Manager Subsystem (OMS) (Cont.)

— Order Manager dispatches each validated request
to the appropriate ECS order fulfillment service (i.e.,
PDS or SDSRV) depending on whether the request
is for physical media or electronic distribution

— If errors are encountered during processing or
shipping, the DAAC technician can resubmit the
affected request using the Order Manager GUI
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Launching the Order Manager GUI
(Cont.)

* Order Manager Subsystem (OMS) (Cont.)

— Order Manager generates an alert and sends an
email to a pre-configured email address when it
detects internal or external resource failure

» Order Manager halts the dispatching of requests that
are utilizing failed resources

— Alerts indicate problems with resources
(interventions indicate problems with requests)
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Launching the Order Manager GUI
(Cont.)

« The OM GUI provides ECS operators with
access to the Order Manager database

— Based on web standards

— Performs most of its functions by accessing the
database directly, in contrast to most current ECS
operator GUIs, which interface with servers

— Allows operators to view and modify requests that
the Order Manager Server has placed on hold
because they require operator intervention

— Allows operators to resubmit requests or portions
of a request that failed

— For Synergy IV, the OM GUI incorporates much of
the Data Distribution Operator GUI functionality in
with the expectation that the OM GUI can provide an
efficient, centralized interface

— The Data Distribution Operator GUI is still
functional, as is the ECS Data Order Tracking GUI,
which also shares functions with the OM GU o
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Launching the Order Manager GUI
(Cont.)

* OM GUI Permission Levels

— Full-capability operators have the ability to
configure parameters and perform all other actions
that can be accomplished with the OM GUI

— Limited-capability operators are able to view a lot of
information; however, on the limited-capability GUI
some buttons and links have been disabled so it is
not possible to perform certain actions or access

certain pages
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Launching the Order Manager GUI
(Cont.)

« Some OM GUI services (all operators)
— Monitor for operator interventions
— View completed interventions

— View list of all distribution requests, ftp push
distribution requests or staging distribution
requests

— View detailed distribution request information
— View details of an ECS Order
— View suspended ftp push destinations

— Monitor for operator alerts caused by ftp push
operations, Data Pool file system errors, Archive
Server errors, or archive tape errors

— Monitor processing queue states

— Monitor the current staging status by media type or
ftp push destination

— View OM Server and OM Database parameters
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Launching the Order Manager GUI
(Cont.)

« Some OM GUI services (full-capability
operators only)

— Modify request parameters associated with
operator interventions

— Perform the following actions with respect to
distribution requests (as appropriate):

» Resubmit

» Suspend
» Resume
» Cancel

— Resume suspended ftp push destinations

— Suspend/resume processing queue states

— Suspend/resume staging states

— Configure OM server and OM database parameters

— Configure the aging parameters for each ECS
priority level
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Launching the Order Manager GUI
(Cont.)

« Some OM GUI services (full-capability
operators only) (Cont.)

— Configure settings for each media type

— Define and configure ftp push destinations, as well
as the “policies” for those destinations

* For Synergy IV, the OM GUI is certified for use
with Netscape 7 (and higher) browsers
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Launching the Order Manager GUI
(Cont.)

* Procedure
— Log in to an appropriate host using secure shell
— Enter the command to start the Netscape 7 browser

— Select the bookmark or enter the URL to access the
OM GUI in the specified mode

— Perform the security log-in
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NABAS EARTH SCIENCE ENTERP/ISE

Netscape Web Browser

File Edit View Go Bookmarks Tools Window Help

@ @ a2 & . . " =5 .
Back Forward Reload Stop ‘& ahout: S e Print

i M, ghMail &AM <} Home JdRadio m]Netscape © Search v Bookmarks ¢ Members #WebMail ¢ Connections ¢ BizJoumal ¢ SmartUpdate o Mktplac

Z 4 about: | x

-

Netscape 7.0 i

Mozilla/s.0 (X11; U; Bun0s sundw, en-UE: rvil.0.1) Gecko/20020920 Netscape/7.0

Copyright © 2000-2002 Netscape Communications Cotrporation. Portions of this code are copyrighted by
Confributors to the Mozilla codebase under the Mozilla Public License and Netscape Public L icense, All Rights
Fegerved,

This software is subject to the license agreement set forth in the license,
Flease read and agree to all terms before using this software,

MNetscape, MNetscape Navigator, and Netscape Communicator are registered trademarks and service marks of
Netscape Communications Corporation in the United States and other countries. The Netscape logo and Netscape
product and service names are also trademarks and service marks of Netscape Communications Corporation, which
may be registered in other countries,

Contains JavaScript software technology invented and implemented by Netscape Communications Corporation. The
Netsca pe JavasScript name is atrademark or registered trademark of Sun Microsystems, Inc. in the United States and other
countries and is used under license. Other product and brand names are trademarks of their respective owners.

This version supports high-grade (128-bit) security with RSA Public Key Cryptography, DSA, MD2, MD35,

RC2-CBC, RC4, DES-CBC, DES-EDE3-CEC.

Powered by Java™ technology from Sun Contains International ProofReader™

( ) Microsystems, Inc. text proofing software, copyright @ 1995

E' ( Copvright @ 1992-2000 Sun Vantage Research. All Rights Reserved,
=77  Microsystems, Inc. All Rights Reserved,

<=  Sun, SunMicrosystems, Java, and all May contain Net2Phone™

Sun-baged and Java-based logos are Y communication software, copyright @
J trademarks or registered trademarks of ﬂj net2phone’| 1998-2000 by Net2Phone, Ine,

Cosearinie  oun Microsystems, Ine, in the United 4 Hackensack, thts

Stafes and other countries. 5 ] -

dstart| | 1] & 1) =
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Security Login Prompt

@ Enter username and password for "OMs Realm” at p2dps01 . pyc.ecsnasagoy: 22411
User Mame:

Fasswaord:

[T Use Password Manager to remember these values.

Ik Zancel
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OM GUI: Order Manager Page
[“Home” Page]

—

b File Edit Miew Go Bookmarks

OM GUI — OPS MODE — Netscape
Tools  Window Help

MABAS EANTH SCIENCE ENTERPSSE

g
H
E
H

- - .
Back Forward Reload  Siop

4 hitp¥pZdps01.pvc.ecs.nasa.gov: 22401 fcgi- hin/

j &2 Search % -

' M, EhMail 4}Home JdRadio mNetscape QSEamh| whBookmarks g PVC Meterics ¢ GNU Emacs Referenc... ¢ esdis- proto.gsfc.nas

# Members g WebMail ¢ Connections _g#BizJournal _g¢# Sm

Home

+ Request Management
+ FtpPush Monitor

=+ OM Status Pages

=+ OM Configuration

+ Help

+Leogs

You are logged in as
ralphadmin (read\Write)

[Log Cut ]

Synergy IV

Order Manager GUI.-.

The QS Servear is running in S4 mode

EOSDIS

The Order Manager GUI allows a DAAC operator 1o completely manage order distribution
requests from a web browser and directly update the Order Manager Service (OMS)
Catabase.

The OMS GUI has several features, some of which are new to the Synergy IV release. Here is
a list of just some of the major functionalities of the OMS GUI

® ‘iew Distribution Requests and associatzd granules
Fix commaon prohlems with Requests
® Change Request attributes, change granules for a request
® Resubmit Reguests
® Yiew Operator Alerts
® Nonitor FTP Push Distributions
® Wonitor for suspended FTP Push destinations
® Configure the OMS database and performance—tune

It you are new to this GUI, feel free to visit the Help page, which contains complete details an
operations scenarios and other useful topics.

Sat Feb 7 10:14:25 2004

The Order Mznzger UL 2.0) Iz carfiied for use with Netseape 7 onlr,
Yo 2R currantly using Mozie/5.0 (X711, U SunCr&sundu; an-UE; nie1 00 f) Gaeke20020820 Matscapa/ 7.0

e £l A 2 Bl | Document: Done (23.323 secs)

|
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Monitoring/Controlling Order
Manager Operations

* Order Manager Activities

* Distribution Technician activities involve the
following OM GUI pages:
— Request Management
» Open Interventions
» Completed Interventions
» Distribution Requests
» FTP Push Distribution Requests
Staging Requests
» Operator Alerts
— FtpPush Monitor
» FTP Push Distribution Requests
» Suspended Destinations

)

'
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Monitoring/Controlling Order
Manager Operations

* Distribution Technician activities involve the
following OM GUI pages (Cont.):
— OM Status Pages
» OM Queue Status
» Staging Status:
 Media Type
 FTP Push Destination
— OM Configuration
» Aging Parameters
» Server/Database
» Media
» FTP Push Policy
— Help
» About HelpOnDemand
» Help
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Monitoring/Controlling Order
Manager Operations

 Distribution Technician activities involve th
following OM GUI pages (Cont.):

— Logs
» OM GUI Log Viewer
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Order Manager Activities (Cont.)

— The full-capability operator performs the following
tasks when monitoring and controlling Order
Manager operations using the OM GUI:

» \éimlving Open Intervention Information on the OM

» Setting Refresh Options on OM GUI Pages
» Responding to an Open Intervention

» Monitoring/Controlling Distribution Request
Information on the OM GUI

» Filtering Data Displayed on the Distribution Requests
Pages

» Changing the Priority of a Distribution Request Using
the oﬁn CgUI

» Suspending, Resuming, Canceling, or Resubmitting a
Distribution Request Using the OM GUI

» Editing FtpPush Parameters
» Viewing Operator Alerts on the OM GUI
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Order Manager Activities (Cont.)

— Full-capability operator tasks (Cont.):

» Viewin? Completed Intervention Information on the
OM GU

» Filtering Data Displayed on the Completed
Interventions Page

» Viewing and Responding to Suspended FTP Push
Distribution Destinations

» Viewing and Responding to Destinations Details on
the OM GUI

Checking/Modifying OM Queue Status
Checking Staging Status
Checking/Modifying Aging Parameters

Checking/Modifying OMS Server or Database
Parameters

Checking/Modifying Media Parameters
» Checking/Modifying FTP Push Policy Configuration

>

v

>

v

p)

4

)

N

>

v
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Order Manager Activities (Cont.)

— Full-capability operator tasks (Cont.):

» Adding Destinations to the Frequently Used
Destinations List

» Modifying Values Assigned to Parameters of
Frequently Used Destinations

» Viewing the OM GUI Log
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Viewing Open Intervention Information on the
OM GUI

— The Open Interventions page provides the full-
capability operator with a means of viewing and
responding to open interventions

» The limited-capability operator can view but cannot
work on (respond to) open interventions.
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Viewing Open Intervention Information on te
OM GUI: Procedure

— Select the Open Interventions link from the OM GUI

— Observe information displayed in the Listing table
of the Open Interventions page

— Select the Open Intervention Detail page for the
specified intervention

— Observe information displayed on the Open
Intervention Detail page

— To work on the intervention being displayed on the
Open Intervention Detail page, perform the
procedure for Responding to an Open Intervention
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OM GUI: Open Interventions Page

— OM GUI — OPS MODE — Netscape

b Eile Edit WYiew Go Bookmarks Tools Window Help

MABAS EANTH SCIENCE ENTERPSSE

EARTH PROBES

i

= I. http:/fp2dps0i pvc.ecs.nasagov:22401/cgi-bin/

- - -
Back Forward Reload  Stop

o s - §SH

T OE, £3Mail £} Home g Radio [l Metscape @LSEan:h| bBookmarks g PVC Meterics g GNU Emacs Referenc... ¢ esdis-proto.gsfc.nas

# Members g WebMail g Connections g BizJoumal _g# Sm

synergyiE

Home Order Manager GUI ...
— Request Management

Open Interventions
Cormpleted Interventions
Distribution Requests
FtaPush Distribution Requests
Staging Requests

The OMS Server is running in 54 mode.

Open Interventions

Sat Feb 7 10:15:59 2004

Operator Alers
=+ FtpPush Monitor
=+ OM Status Pages

Click on & request 10 to view more details
Listing

=+ OM Configuration

Showl 5 =l rows at atime

=+ Help first | previous | Showing 1 - 5 of 358 | next | last

+Logs Qrder ID Request ID Media Status Worked By Created Acknowledged Explanationis)
04000581743 0400083884 CDROM PEMDING Fep 3 2004 4:22PM e Retry Reached

. 0400081742 0400083883 CVD PENDING| Feb 2 2004 5:44PM Max Retry Reached

You are logged in as:

ralphadmin (read\Write) 0400081741 0400083892| CDROM|  PEMDING Feb 2 2004 3:41PM Max Fetry Reached
0400051734 0400083885 FtpPull PEMNDING! Jan 28 2004 6:43PM e Retry Reached

[LogOut] 0400081424 0400083575  FtpPull  PENDING Jan 26 2004 5:58PM M Retry Reached

first | previous | Showing 1 - 5 of 358 | next | last

AutoRefresh Control Panel [ ON]

Refresh screen every | 5 ﬂ minutes
AutoRefresh: < an ¢ off

Note: All operator interventions are also sent as email to: userops@p2ins02u.ecs.nasa.gov | Change ]

Need help with the Order Manager? Click on a Cuestion Mark to get context-sensitive Help!

e £ A 2 G ‘ http:#p2dps01 pvc.ecs.nasa.gov:22401/cgi- bin/EcOmGuiOpenintery.pl?sessionld=ralphadmin

el
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OM GUI: ECS Order Screen =
(Bundled Order)

OPS MODE — Netscape

5 NOUNWHOIN] ¥IVD

EARTH PROBES

OM GUI —

le Edit View Go Bookmarks Tools MWindow Help

% hitpfp2dps0il.pye ecs.nasa.gov:2401/cgi- binf v & Search ;—‘i‘ -
Lyl

Back | Fonvard Reload  Stop
' B, &hMail hHome JdRadio Eslhetscape ©, Search | wiBookmarks ¢ PYVC Meterics g GHNU Emacs Referenc.. ¢ esdis-proto.gsie.nas.. g2 Members ¢ WebMall ¢ Connections ¢ Bizdournal ¢ Smartuy

Eynergy ¥

Home Order Manager GUI..
— Request Management
Cpen Inferventions
Completed Interventions The OIS Server is running in 54 mode
Distribution Requests Sat Feb 7 10:23:44 2004

FpPush Distribution Reguests

S Aot ECS ORDER 0400078765

Cperator Alers
= FtpPush Monitor Request ID{s): 0400080248
4 OM Status Pages
= OM Configuration

Hel
EiHelp Order Type: Bundled Crder Start Date: Mot available
*Llogs Bundling Order 1D: 0400078765
Bring up the Spatial Subscription Server
You are logged in as for more details on this bundled order.
ralphadmin (readrite) User ID: omshared
Loq O Order Source: 555 Status: ACTIVE
sl | Recelve Date: it 14 2003 5:59PH Ship Date: Mot availabis
Last Update: Oct 14 2003 5:58PM Crder Home DAAC: PVC
Description: Mot avaitable
Listing
Go directly to row ok | of 1 row |Sh0w| 50 | rows at atime |
first | previous | Showing 1 -1 of 1| next | last Reload Page
%&E ReguestiD g.ig.;ﬁ;t) %':P Media Priority %%:t ESDT| UserlD H%?,::b Created |Last Update Actions
[NORMAL =] ' Oct 14 2003 |Det 14 2003
BC 0400080249 1} 0 |CDROM il | Bundling cmshared| 0 5-58P 5:59PM Cancel
first | previous | Showing 1 -1 of 1| next | last Reload Page

AutoRetresh Control Panel [ OFF ]

Refresh screen every|5 | minutes|
AutcRefresh: ¢ an @ off
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OM GUI: Open Intervention Detail =
Page

5 NOUNWHOIN] ¥IVD

£
£

OM GUI — OPS MODE — Netscape

': File  Edit ¥iew Go Bookmarks Tools MWindow  Help
e . e a Lo ; - = .
| Back - Reload  Stop W - hitpedp2dps0l.pyc.ecs.nasa. gov:22401/cgi- binf &_Search S
' B, BMail hHome JdRadio Eslhetscape ©, Search | wiBookmarks ¢ PYVC Meterics g GHNU Emacs Referenc.. ¢ esdis-proto.gsie.nas.. g2 Members ¢ WebMall ¢ Connections g Bizdournal ¢ SmarUy
H Synergu e | mm— =
ome Order Manager GUL.. gges
— Request Management g
Cpen Inferventions ]
Completed Interventions The OAS Server is running in 54 mode
Distribution Requests Sat Feb 7 10:35:16 2004
FpPush Distribution Reguests
Staging Reguests .
Cperaior Alers Intervention For Request 0400080905
= FtpPush Monitor UserId: cmshared
4 OM Status Pages email: awilson@plinsli pve ecs.nasa gov
4 OM Contiguration Order ID 0400078387 Worked by
& Help Request ID 0400080905 Created COct 28 2003 5:55PM
¥ Logs Size (est. ME) 971975 Acknowledged
Media Type FtpPush Status Operator Intervention
Priority *PRESS User String:
You are logged in as :
ralphadmin (readWiite) Explanations(s) I\.'Iax Retry Reached
Worked by: [ralphadmin Assign New Worler
[LogQut ]
Granule List
first | previous | Showing 1 -1 of 1| next | last
ESDT . . .
DEID Size (MB) Status Explanation Action
Type
AST L1B.001 ;
2014168802 % 87.148 Falll
Request Attributes Request Level Disposition
Change Media ta: Change Priority ta: @ Keep on hold
_— =l - = © Submit
[ Disable limit checking " Fail Request
[~ Update FtpPush Parameters ¢ Partition [ Interval r day(s) and r hours |
Operator Notes
0 of 255 max characters
Apply reset
Need help with the Order Manager? Click on a Question Mark to get context-sensitive Helpl ;
e kA W2 Document: Done (4.697 secs) === 129
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Monitoring/Controlling Order
Manager Operations (Cont.)

« Setting Refresh Options on OM GUI Pages

— Buttons at the bottom of OM GUI pages provide the
Distribution Technician (whether full-capability or
limited capability operator) with a means of setting
refresh options

* Procedure

— Click on the appropriate AutoRefresh radio button
at the bottom of the OM GUI page (if applicable)

» on
» Off

— To change the refresh rate (if AutoRefresh is ON),
select the number of minutes from the Refresh
screen every x minutes option button
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Monitoring/Controlling Order
Manager Operations (Cont.)

 Responding to an Open Intervention

— The Open Intervention Detail page provides the full-
capability operator with a means of performing the
following kinds of interventions (limited-capability
operators are not allowed to work on open
interventions):

» Select a different granule to replace a granule that is
unavailable

» Fail selected granule(s)

» Disable limit checking

» Change the distribution medium for a request
» Resubmit a request

>

v

Fail a request
» Partition (divide) a request

131
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Responding to an Open Intervention (Cont.)

— The response to an intervention may require
coordination between the Distribution Technician
and a User Services representative

» Especially when determining a more suitable type of
distribution medium, selecting a replacement
granule, or taking any other action that would require
contacting the person who submitted the order

— Depending on the circumstances and DAAC policy
it may be appropriate for User Services to assume
responsibility for the eventual disposition of some
interventions
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Monitoring/Controlling Order
Manager Operations (Cont.)

 Responding to an Open Intervention:
Procedure

— Assign self to work on the intervention
— Select the appropriate attributes of the intervention

»

»

»

»

»

»

»

»

»

»

Change granule DBID

Fail granule

Disable limit checking

Change media type

Change priority

Indicate that ftp push parameters should be updated
Resubmit request

Fail Request

Partition request

Enter operator notes concerning the request

— Click on the Apply button
— Confirm the disposition of the intervention 133
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Responding to an Open Intervention (Cont.)

— Ensure that the person working on the intervention
is specified

— If the order is a bundled order (Order Type
“Bundled Order” or “B0O”), the Order page includes
a link to the Spatial Subscription Server GUI

— “Failing” a granule is a permanent action and
cannot be canceled after having been confirmed

— The Disable limit checking option makes it possible
to override the standard media capacity limits for a
particular media type and is most likely to be
applied to a non-physical media type (i.e., ftp push,
ftp pull, or scp)
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Monitoring/Controlling Order
Manager Operations (Cont.)

 Responding to an Open Intervention (Cont.)

— Placing an intervention on hold does not allow
changing the request's attributes, but saves the
operator notes and allows opening the intervention
at a later time (“saves” the intervention)

— There are Apply and Reset buttons at the bottom of
the Intervention page

» The Reset button does not cancel any changes made

to the request or changes made to the DBIDs
(changed or failed)

» It simply resets the form buttons for the Request
Level Disposition section to their original states
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Responding to an Open Intervention (Cont.)

— The Update FtpPush Parameters option appears on
the confirmation page when the media type for the
request is ftp push

» The Update FtpPush Parameters option provides a
means of editing the existing ftp push information
when the intervention is closed

— If it was necessary to fail a request or granule(s)
within a request, the confirmation page includes
options for either appending additional text to the
default e-mail message to be sent to the requester
or choosing not to send an e-mail message

» An Additional e-mail text text box for appending text

(if desired) to the standard e-mail text is displayed on
the confirmation page

» A Don’t send e-mail button (to suppress the sending

of an e-mail message) is displayed on the
confirmation page
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OM GUI: Open Intervention Detail =
Page

5 NOUNWHOIN] ¥IVD

£
£

OM GUI — OPS MODE — Netscape

': File  Edit ¥iew Go Bookmarks Tools MWindow  Help
e . e a Lo ; - = .
| Back - Reload  Stop W - hitpedp2dps0l.pyc.ecs.nasa. gov:22401/cgi- binf &_Search S
' B, BMail hHome JdRadio Eslhetscape ©, Search | wiBookmarks ¢ PYVC Meterics g GHNU Emacs Referenc.. ¢ esdis-proto.gsie.nas.. g2 Members ¢ WebMall ¢ Connections g Bizdournal ¢ SmarUy
H Synergu e | mm— =
ome Order Manager GUL.. gges
— Request Management g
Cpen Inferventions ]
Completed Interventions The OAS Server is running in 54 mode
Distribution Requests Sat Feb 7 10:35:16 2004
FpPush Distribution Reguests
Staging Reguests .
Cperaior Alers Intervention For Request 0400080905
= FtpPush Monitor UserId: cmshared
4 OM Status Pages email: awilson@plinsli pve ecs.nasa gov
4 OM Contiguration Order ID 0400078387 Worked by
& Help Request ID 0400080905 Created COct 28 2003 5:55PM
¥ Logs Size (est. ME) 971975 Acknowledged
Media Type FtpPush Status Operator Intervention
Priority *PRESS User String:
You are logged in as :
ralphadmin (readWiite) Explanations(s) I\.'Iax Retry Reached
Worked by: [ralphadmin Assign New Worler
[LogQut ]
Granule List
first | previous | Showing 1 -1 of 1| next | last
ESDT . . .
DEID Size (MB) Status Explanation Action
Type
AST L1B.001 ;
2014168802 % 87.148 Falll
Request Attributes Request Level Disposition
Change Media ta: Change Priority ta: @ Keep on hold
_— =l - = © Submit
[ Disable limit checking " Fail Request
[~ Update FtpPush Parameters ¢ Partition [ Interval r day(s) and r hours |
Operator Notes
0 of 255 max characters
Apply reset
Need help with the Order Manager? Click on a Question Mark to get context-sensitive Helpl ;
e kA W2 Document: Done (4.697 secs) === 1 37

625-EMD-009



OM GUI: Close Confirmation for
Intervention X Page

I Eile Edit Miew Go
i Back ~ Forvard Reload

Bookmarks

&

Stop

Tools

' B, hMail hHome JdRadio lNetscape €4 Search

OM GUI — OPS MODE — Netscape

Window Help

5 hittpep2dps0l.pre.ecs.nasa. gov:22400 /ogi- bind

wkBookmarks ¢# PVC Meterics ¢ GHU Emacs Referenc... ¢ esdis-proto.gsfo.nas..

# iembers _# Webhail ¢ Connections % BizJoumal g% SmartU}

EARTH PROBES

= .

- Search
2 Print

Home

— Request Management
Cpen Inferventions
Completed Interwentions
Distribution Requests
FpPush Distribution Reguests
Staging Reguests
Cperator Alers

Eynergy ¥

Order Manager GUI ..

=

The OAS Server is running in 54 mode

CLOSE CONFIRMATION FOR INTERVENTION 9000257

Sat Feb 7 10:44:32 2004

= FtpPush Monitor

4 OM Status Pages

= OM Configuration

& Help

+Logs

You are logged in as
ralphadmin (readWrite)

[LogQut ]

i db A N2 B3

You are about to clese this intervention.
The following actions will be taken:

Disposition | Limit Checking Disabled | New Media | New Priority
| no | |

submit

IMPORTANT - Since you are updating the FTP Push parameters, please provide the new information
pertaining to its destination:

Host Address

?

FTP Userli -
Password

Canfirm
Password

User String |

Destination
Directory

Are you sure you want to take the action(s) listed above?
{Clicking the Cancel buttan will bring you back to the Intervention Page for this intervention 1D}

Ok Cancel

Need help with the Order Manager? Click on a Question Mark to get context-sensitive Help!

Document: Done (2915 secs)

== =

NABAS EARTH SCIENCE ENTERPISE
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OM GUI: Close Confirmation Page
with Additional E-Mail Text Box

T Eile Edit view Go  Bookmarks
¢ Back * Fonward Reload  Stop

' B, hMail hHome JdRadio lNetscape €4 Search

Tools  MWindow  Help

OM GUI — OPS MODE — Netscape

wkBookmarks ¢ PVC Meterics o GNU Emacs Referenc

5 hittpep2dps0l.pre.ecs.nasa. gov:22400 /ogi- bind

4 esdis-proto.gsfe.nas...

# iembers _# Webhail ¢ Connections % BizJoumal g% SmartU}

EARTH PROBES

= .

- Search
2 Print

Home

— Request Management
Cpen Inferventions
Completed Interwentions
Distribution Requests
FpPush Distribution Reguests
Staging Reguests
Cperator Alers

Eynergy ¥

Order Manager GUI ..

=

The OAS Server is running in 54 mode

CLOSE CONFIRMATION FOR INTERVENTION 9000257

Sat Feb 7 10:52:37 2004

= FtpPush Monitor

4 OM Status Pages

= OM Configuration

& Help

+Logs

You are logged in as
ralphadmin (readWrite)

[LogQut ]

i db A N2 B3

Document: Done (2 645 secs)

You are about to clese this intervention.
The following actions will be taken:

Disposition | Limit Checking Disabled | New Media | New Priority
fail | \ |

Note: Far this action, you have the option of sending out an e—mail to the user. Please add any useful
comments in the hox below that will be appended to the standard e-mail preamble.

You may also decline to send the email by checking the box below.

This e—mail will be sent to at
Additional e—mail text

[ Dom't send e-mail

Are you sure you want to take the action(s) listed above?
{Clicking the Cancel buttan will bring you back to the Intervention Page for this intervention D)

QK Cancel

Need help with the Order Manager? Click on a Cluestion Mark to get context—sensitive Help!

== =

NABAS EARTH SCIENCE ENTERPISE

e
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MABAS EANTH SCIENCE ENTERPSSE

OM GUI: Intervention Disposition
Page

EARTH PROBES
WLEAS NDLIVWHOAN) V1V

— OM GUI — OPS MODE — Netscape o
T Eile Edit View Go Bookmarks Tools  Window  Help

9 . A B . . =
Bk © Feried © BORd S | http://p2dpstl pyc.ecs.nasa.gov:22401/cgi-bin/ J 22 Search e ©

' B, ihiail }Home JdRadio [sdnetscape Q\Search| wpBookmarks ® PVC Meterics ¢ GNU Emacs Refetenc... ¢ esdis-proto.gsfonas.. g Members 2 WebMall ¢ Connections ¢ BizJoumal ¢ SmanU

Synergy ¥

Home Order Manager GUI..
— Request Management
Cpen Inferventions
Completed Interventions The OIS Server is running in 54 mode
Distribution Requests Sat Feb 7 10:50:18 2004

FpPush Distribution Reguests
Staging Requests
Cperator Alers

= FtpPush Monitor

& OM Status Pages Intervention 8000257 has been placed on hold. The OM Database has been updated with the changes.
= OM Configuration

& Help %I

+Logs

INTERVENTION PLACED ON HOLD

You are logged in as
ralphadmin (read\rite)

[LogQut ]
Need help with the Order Manager? Click on a Qluestion Mark to get context-sensitive Help!

El A «Z Ed | Document: Done (z.082 secs) |=1D=4ﬁ‘1ﬂ 140
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OM GUI: Continue Question
Dialogue Box

HavaScript Application]

WAaRMNING: The disposition and actions you have taken for this intervention will be lost.
Continue?
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Monitoring/Controlling Distribution Request
Information on the OM GUI

— The following three OM GUI pages provide the full-
capability operator with a means of viewing
distribution request information on the OM GUI and
a means of taking actions with respect to
distribution requests:

» Distribution Requests page
» Staging Distribution Requests page
» FtpPush Distribution Requests page
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Monitoring/Controlling Distribution Reques
Information on the OM GUI (Cont.)

— The distribution requests pages allow the full-
capability operator to take the following kinds of
actions with respect to distribution requests:

» Change the priority of a distribution request while
granules for the request still need to be staged or
while granules for the request still need to be pushed

» Resubmit a request in a terminal state (e.g., aborted,
cancelled, terminated, or shipped)

» Suspend a request that still needs to be staged or
while granules for the request still need to be pushed

» Resume a request that was suspended by the OM
GUI operator or while the processing of new requests
by the OMS is suspended

» Cancel a request that is not in a terminal state and
while granules for the request still need to be staged
or pushed
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Monitoring/Controlling Distribution Reques
Information on the OM GUI (Cont.)

— The limited-capability operator can use the
distribution requests pages to view distribution
request information but is not allowed to take
action on distribution requests
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Monitoring/Controlling Distribution Request
Information on the OM GUI: Procedure

— Select the Distribution Requests link on the OM GUI

— Observe information displayed in the Listing table
of the Distribution Requests page

— Filter data displayed on the Distribution Requests
page (if necessary)

— Select the Suspend New Requests button (as
necessary)

— Select the Resume New Requests button (as
necessary)

— Perform associated procedures as necessary:

» Changing the Priority of a Distribution Request Using
the OM GUI

» Suspending, Resuming, Canceling, or Resubmitting a
Distribution Request Using the OM GUI 145
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Monitoring/Controlling Distribution Reques
Information on the OM GUI: Procedure (Cont.)

— Perform associated procedures as necessary
(Cont.):

» Viewing Open Intervention Information on the OM GUI
» Editing FtpPush Parameters
» Viewing Operator Alerts on the OM GUI

» Troubleshooting DDIST and Order Manager GUI
Problems

— Select the Staging Requests link (as necessary)

» Observe information displayed in the Listing table of
the Staging Distribution Requests page

— Select the FtpPush Distribution Requests link (as
necessary)

» Observe information displayed in the Listing table of
the FtpPush Distribution Requests page 146
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OM GUI: Distribution Requests
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OM GUI: Staging Distribution
Requests Page
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OM GUI: FtpPush Distribution ==
Requests
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OM GUI: Distribution Request Detail
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first | previous | Showing 1 - 20 of 20 | next | last Reload Page
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2013462419 | | AR10SCC.O01 | 103247 | | | |
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Monitoring/Controlling Order
Manager Operations (Cont.)

 Filtering Data Displayed on the Distribution
Requests Screen

— The Change Filter button in the Options area of the
distribution requests pages provides the
Distribution Technician (whether full-capability or
limited capability operator) with a means of filtering
data displayed on the screen

» By default, distribution requests are filtered by
“creation time” within the last 24 hours are displayed
at a time

» Changes made to the filter settings tend to persist,
even from one session to another

» To restore the default filtering criteria, click on the
Apply Defaults button in the filter pop-up window
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Monitoring/Controlling Order
Manager Operations (Cont.)

 Filtering Data Displayed on the Distribution
Requests Screen (Cont.)

— The session ID provides a means of tracking which
GUI pages are accessed and what filter options are
used during a particular session

» The session ID is especially important when several
operators are using the OM GUI at the same time

» For example, an individual operator’s previously
selected filter options can be retrieved from the
session data so the filter options do not have to be
reentered every time
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Filtering Data Displayed on the Distribution
Requests Screen: Procedure

— Click on the Change Filter button in the Options
area of the applicable distribution requests page

— Select/specify filtering criteria for Individual Filters
(as applicable)

» Order ID

» Request ID
» E-Mail

» First Name
» Last Name

— Click on the Apply Individual Filters button (if
applicable)
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Monitoring/Controlling Order
Manager Operations (Cont.)

 Filtering Data Displayed on the Distribution
Requests Screen: Procedure (Cont.)

— Select/specify Creation Time (Start Month, Start
Day, Start Year, etc.) (as applicable)

— Select/specify filtering criteria for Other Filters (as
applicable)

» [Request] Status

» Media Type
» User ID

— Click on the Apply Combined Filters button (if
applicable)
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OM GUI: Distribution Requests
Filters

EARTH PROBES

Distribution Requests Filters |
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et Anply Close
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Monitoring/Controlling Order
Manager Operations (Cont.)

« Changing the Priority of a Distribution
Request Using the OM GUI

— The procedure for Changing the Priority of a
Distribution Request Using the OM GUI is
performed as part of the procedure for
Monitoring/Controlling Distribution Request
Information on the OM GUI

— The priority of an S4 (Synergy IV) request can be
changed while granules for the request still need to
be staged or pushed

— The Priority column in the Distribution Requests
table of the distribution requests pages or the
destination details pages on the OM GUI allows the
full-capability operator to change the priority of
distribution requests that are in a state that allows
the priority to be changed
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OM GUI: Destination Details Page =
(Suspended Destination)
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OM GUI: Destination Details Page

(Active Destination)
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Monitoring/Controlling Order
Manager Operations (Cont.)

« Changing the Priority of a Distribution
Request Using the OM GUI (Cont.)

— The Priority line of the Distribution Request Details
page provides the full-capability operator with an
alternative means of changing the priority of the
particular distribution request

— The limited-capability operator is not allowed to
change the priority of distribution requests
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Monitoring/Controlling Order
Manager Operations (Cont.)

« Changing the Priority of a Distribution
Request Using the OM GUI: Procedure
— Select the priority from the option button in the

Priority column of the row associated with the
request

— Click on the associated Apply button

» “Priority changed”is displayed in the Priority column
for the row associated with the request
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Monitoring/Controlling Order
Manager Operations (Cont.)

« Suspending, Resuming, Canceling, or
Resubmitting a Distribution Request Using the
OM GUI

— The Action column in the Distribution Requests table of
the distribution requests pages or the destination
details pages on the OM GUI provides the full-capability
operator with a means of taking the following kinds of
actions with respect to distribution requests:

» Suspend a request that still needs to be staged or while
granules for the request still need to be pushed

» Resume a request that was suspended by the OM GUI
operator or while the processing of new requests by the
OMS is suspended

» Cancel a request that is not in a terminal state and while
granules for the request still need to be staged or pushed

» Resubmit a request in a terminal state (e.g., aborted,

cancelled, terminated, or shipped) o
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Monitoring/Controlling Order
Manager Operations (Cont.)

« Suspending, Resuming, Canceling, or
Resubmitting a Distribution Request Using
the OM GUI (Cont.)

— The Distribution Request Details page provides the
full-capability operator with an alternative means of
taking the preceding kinds of actions with respect
to a particular distribution request

— The limited-capability operator is not allowed to
suspend, resume, cancel, or resubmit distribution
requests

162

625-EMD-009



Monitoring/Controlling Order
Manager Operations (Cont.)

« Suspending, Resuming, Canceling, or
Resubmitting a Distribution Request Using
the OM GUI: Procedure

— Click on the appropriate button in the Action
column of the row associated with the request

» Buttons are available only for actions that are
appropriate for the request

— Respond to the applicable dialogue box
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OM GUI: Suspend Request
Dialogue Box

HavaScript Application]

& auspend Request 0400031320
anintervention will he created
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OM GUI: Resume Request
Confirmation Dialogue Box

Confirm Resume for
Request ID 0400081320

Worker

Heason for Action

Apply "Resume" Action| Cancel "Resume" Action
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OM GUI: Cancel Request
Confirmation Dialogue Box

Confirm Cancel for
Request ID 0400081320

Worlker

Heason for Adtion

Apply "Cancel” Action| Cancel "Cancel" Action
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OM GUI: Resubmit Request
Confirmation Dialogue Box

HavaScript Application]

@ Are you sure you want to create an intervention
and subrmit this Regquest 04000643227

] izancel
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Monitoring/Controlling Order
Manager Operations (Cont.)

« Editing FtpPush Parameters

— The procedure for Editing FtpPush Parameters is
performed as part of other procedures, for
example...

» Responding to an Open Intervention

» Monitoring/Controlling Distribution Request
Information on the OM GUI

— The Edit FtpPush Parameters button on the
Distribution Request Details page provides the full-
capability operator with a means of editing the ftp
push parameters for a particular distribution

request

— The limited-capability operator is not allowed to edit
ftp push parameters for distribution requests using
the OM GUI
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Monitoring/Controlling Order
Manager Operations (Cont.)

» Editing FtpPush Parameters: Procedure

— Click on the applicable Request ID in the
Distribution Requests table (if necessary)

— Click on the Edit FtpPush Parameters button on the
Distribution Request Detail page (if necessary)

— Type appropriate values in the following text boxes
(as necessary):

» Ftp node [Destination host name]

» Ftp Address [FTP user name]

» Password

» Confirm Password

» User String [message to be sent to the user]
» Destination Directory [full path]

— Click on either the Change This Request button or
the Change All Requests button (as applicable)
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OM GUI: Edit FtpPush Parameters ===
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Completed Interventions The OIS Server is running in 54 mode
Distribution Requests Sat Feb 7 13:22:00 2004

e Edit FTP Push Parameters for Request Id 0400083286 |
= FtpPush Monitor
4 OM Status Pages

IMPORTANT - Since you are updating the FTP Push parameters, please provide the

= OM Configuration new information pertaining 1o its destination:
= Help Destination Name COTHER
+ Logs

FTP Node p2ins02 proecs.nasa 1 He destination host name

pmecan The FTP user name, a.k.a,

‘address”
[Log©ut ] Password [+
Contirm Password [******

User String |PVC GPS Checkout 28Jan04

Destination
Directary

You are logged in as

ralphadmin (readrite) FTF Address

[homesdmccartn/FTP_IN

Are you sure you want to take the action(s) listed above?
{Clicking the Cancel buttan will bring you back to the Reguest Detail Page)

For This Destination
Change This Request | Change All Reqguesis | Chncell

Need help with the Order Manager? Click on a Question Mark to get context-sensitive Help!

e kA W2 | Document: Done (4.282 secs) |=4D%H‘1ﬂ 170
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Viewing Operator Alerts on the OM GUI

— “Alerts” are non-fatal warnings or errors that do not
cause an Operator Intervention, but do provide
valuable information concerning distribution
resources

» For example: a suspended FTP Push destination

— The Operator Alerts page provides the Distribution
Technician (whether full-capability or limited
capability operator) with a means of viewing
operator alerts

— Types of operator alerts:

» FTP Push Destination Alerts (problems with the
destination not sufficient to cause an Operator
Intervention)

» Data Pool File System Alerts
» Archive Server Alerts
» ECS Server Alerts (SDSRV or PDS errors)
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Viewing Operator Alerts on the OM GUI:
Procedure

— Click on the Operator Alerts link

— Observe information displayed in the Listing table
of the Operator Alerts page

— To view detailed information concerning the cause
and/or requests affected by the alert, click on the
corresponding details link in the Alert Info column
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MABAS EANTH SCIENCE ENTERPSSE

OM GUI: Operator Alerts Page

EARTH PROBES
WLEAS NDLIVWHOAN) V1V

OM GUI — TS2 MODE — Netscape

% Eile Edit View Go Bookmarks Tools Window Help
e . om0 3 & Hitp. /P2 ps01 puc.ecs nasa.gov. 22421 fogi- biny Searcn| F -
Back | Forward | Reload  Stop | ritp rpzdpstt puc.ecsnasa gov cgi-ain jw Frint @

- /b, #hMail hHome JARadio [wlNetscape QSearch| whBookmarks ##PVC Meterics #* GNU Emacs Referenc.. ¢ esdis-proto.gsfonas.. 42 Members ¢ WebMail ¢ Connections ¢ BizJournal ¢ Smart

Home

— Request Management
Cpen Intersentions
Completed Interventions
Distribution Requests
FpPush Distribution Reguests

Synergy ¥

Order Manager GUI ...

The OMS Server is running in 54 mode

Sat Feb 14 14:05:12 2004

You are logged in as
ralphadmin (read\Write)

[Log Qut ]

Staging Requests Operator Alerts
Chetator Alens
=+ FipPush Monitor Listing
+ OM Status Pages Show|5 =l rowsatatime. Display | ALL =l alens
+ OM Configuration first | previous | Showing 1 -3 of 3| next | last
=+ Help Alert Info Explanatien Creation Time
+Leogs DESTINATIONHOST p2acsit  details.. Maximum Request Size Exceeded Feb 10 2004 3:04PM
DESTINATICN HOST p2ins02.pvc.ecs.nasa  detalls.. Meaximum Request Size Exceeded Feh 5 2004 2:23PM
DESTINATIONHOST ptes0?  details Maximum Request Size Exceeded Feb 52004 11:28AM

first | previous | Showing 1 -3 of 3 | next | last

AutoRetresh Control Panel [ O]

Refresh screen every | 5 x| minutes
AutcRefresh: & on ¢ off

Note: All operator alerts are also sent as email to: cmshared@p2ins02. pve.ecs.nasa.gov [ Change |

Need help with the Order Manager? Click on a Question Mark to get context—sensitive Help!

W2 B8 | httpufpzdps0l.pye ecs.nasa.gov:22421iegi- bin/EcOmGuiAlerts.pl7sessionid=ralphadrin
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OM GUI: Suspended Host Detail ===
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Order Manager GUI .. i
— Request Management 5

Cpen Inferventions e

Cormpleted Interventions The OIS Searver is running in 54 mode

Elsglbuhf%'? HEGU_EstSH Sat Feb 14 14:06:39 2004

Sq‘;g:fg H;:‘L'E:J;“” quests Ftp Push Monitor - Suspended Host Name p2acs06

Cpertor Alors Resume Destination |

= FtpPush Moniter
HHOM Salus Pages FTP Push Operations that Caused the Suspension
OM Configuration
#* Help g Requestld | ECS Granule Id | DPL Granule Id | Last Update Size (MB) | Explanation \
+Logs .
FTP Push Requests That Are Not In A Terminal State
You are logged in as: Listing
ralphadmin (readWrite)
Gio directly to row 0k | of 1 row |Show 50 =l rows at atime. |
[LogQut] first | previous | Showing 1 — 1 of 1| nest | last Reload Page
Gran Cnt
Ord Typ, Request Ml Request |Resource Resub Last f
Prc Mod OrderlD RequestiD Size(MB) g;fn?llzthe Priority Status | Class | ESDT UserlD Cnt Created Update Acti|
EXPRESS = Feb 10| Feb 10
Regular | 0800011696 | 0800010278 34 8 = T © AST_L1B.001 | ECSGuest| 0O 2004 | 2004 Car
Applyl Intervention > 16PM | 3:04PM | ———
first | previous | Showing 1 -1 of 1| next | last Reload Page
AutoRetresh Cantrol Panel [ OFF ]
Refresh sareen every | 5 | minutes
AutoRefresh: ¢ on & off
Need help with the Order Manager? Click on a Question Mark to get context—sensitive Helpl
4] | 0|
6k £5 A # E8 | Document: Done (18.238 secs) |=4D=||ﬁ‘1ﬂ 174
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Viewing Completed Intervention Information
on the OM GUI

— The Completed Interventions page provides the
Distribution Technician (whether full-capability or
limited capability operator) with a means of viewing
completed intervention information on the OM GUI

— By default, data concerning up to 50 requests with
completed interventions (and “creation time” within
the last 24 hours) are displayed at a time
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Viewing Completed Intervention Informatio
on the OM GUI: Procedure

— Click on the Request Management link
— Click on the Completed Interventions link

— Observe information displayed in the Listing table
of the Completed Interventions page

— Filter data displayed on the Completed
Interventions page (if necessary)

— Observe information displayed on the Completed
Intervention Detail page

— Click on a specific Request ID in the Requests with
Completed Interventions table of the Request
Management page Requests with Completed
Interventions screen to bring up a screen
containing more detailed data concerning that
particular request 176
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OM GUI: Completed Interventions
Page

MABAS EANTH SCIENCE ENTERPSSE

EARTH PROBES
WLEAS NDLIVWHOAN) V1V

2]

— OM GUI — OPS MODE — Netscape
' Eile Edit ¥iew Go Bookmarks Tools MWindow Help
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Home

— Request Management
Cpen Inferventions
Corpleted Intsreentions
Distribution Requests
FpPush Distribution Reguests
Staging Requests
Cperator Alers

= FtpPush Monitor

Synergy ¥

Order Manager GUI ..

The OIS Server is running in 54 mode
Sat Feb 7 13:32:22 2004

Completed Interventions |

Requests With Completed Interventions

4 OM Status Pages
= OM Configuration
& Help
+Logs

You are logged in as
ralphadmin (read\rite)

[LogQut ]

+ Filter ik to expandicollapse

Listing

first | previous | Showing - 1 of 1] next | last
Order Id Request Id User ID Size (MB) | Media | Worked By Created Completed Disposition
0400079754| 0400081320) ECSGuest 0.0000| BMM| ralphadmin Feb 7 2004 11:204M Feb 7 2004 11:274M|  check resume action

first | previous | Showing - 1 of 1| next | last

e £ A 2 | http:#/p2dps01 pvec.ecs.nasa.gov:22401/cgi-hin/EcOmGuiCompletedintery.pl?sessionld=ralphadmin

Need help with the Order Manager? Click on a Question Mark to get context-sensitive Help!
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MABAS EANTH SCIENCE ENTERPSSE

OM GUI: Completed Intervention
Detail Page

EARTH PROBES
WLEAS NDLIVWHOAN) V1V

OM GUI — OPS MODE — Netscape o

=
7 Eile Edit View Go Bookmarks JTools Window Help
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Home g « S—
Order Manager GUl.. g&
— Request Management Z
Cpen Intersentions el
Completed Interventions The OMS Server is running in 54 mode
Elsg\buJ\UDn F\iqu_esisﬁ Sat Feb 14 10:23:44 2004
i Rty COMPLETED INTERVENTION FOR REQUEST 0400081320
Opetator Aletts UserId: ECSGuest email: dmccartn@eos. hite.com  Priority: LOW
= FtpPush Monitor
FipPush Distrioution Requests OrderID | Size {est, MB) | Media| Worked by Created Acknowledged Disposition | Explanation

Suspended Destinations
= OM Status Pages 0400078764 0.0000) BMM| ralphadmin| Feb 14 2004 8:47AM| Feb 14 2004 9:504M | check resume function| Request suspended by Operator
O Queus Satus

Staging Status: Granule List
Wedia Type
FTP Push Destination 1

— OM Configuration first | previous | Showing 1 — 1 of 1| next | last

Aging Pammetzrs

ServerDatahase
Wedlia DEID | ESDT Granule Type | Size (MB) | Status | Explanation

FTF Push Folicy 2000664287 L70RWRS.002| = o Ok
=+ Help

*Logs first | previgus | Shawing 1 — 1 of 1 | next | last

OPERATOR NOTES

You are logged in as
ralphadmin (readWrite)

[Log Cut ]

oK

Need help with the Order Manager? Click on a Question Mark to get context—sensitive Help!
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Monitoring/Controlling Order
Manager Operations (Cont.)

 Filtering Data Displayed on the Completed |
Interventions Page

— Features at the top of the Completed Interventions
page provide the Distribution Technician (whether
full-capability or limited capability operator) with a
means of filtering data displayed on the Completed
Interventions page

— The session ID provides a means of tracking which
GUI pages are accessed and what filter options are
used during a particular session

» The session ID is especially important when several

operators are using the OM GUI in the same mode at
the same time

» For example, an individual operator’s previously
selected filter options can be retrieved

179
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Monitoring/Controlling Order
Manager Operations (Cont.)

 Filtering Data Displayed on the Completed
Interventions Page (Cont.)
— By default, completed interventions are filtered by

“completion time,” providing access to all
interventions completed within the last 24 hours

— However, changes made to the filter settings tend
to persist, even from one session to another

— To restore the default filtering criteria click on the
Reset button in the Filter area near the top of the
Completed Interventions page

— Completed interventions are not permanently
available on the Completed Interventions page

— If filtering does not cause data concerning the
desired intervention(s) to be displayed, check the
Delete Complete Interventions After parameter to

see if the window of opportunity has already closed .
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Monitoring/Controlling Order
Manager Operations (Cont.)

 Filtering Data Displayed on the Completed
Interventions Page (Cont.)
* Procedure

— Select the filtering criteria (as applicable)
» Worked by
» Completion time

— Click on the Apply button
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OM GUI: Completed Interventions
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Home
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Distribution Requests
FpPush Distribution Reguests
Staging Requests
Cperator Alers

= FtpPush Monitor

Eynergy ¥

Order Manager GUI .. ?ﬁa
s

The OIS Server is running in 54 mode

Completed Interventions

Sat Feb 7 13:32:22 2004

Requests With Completed Interventions

4 OM Status Pages
= OM Configuration
& Help
+Logs

You are logged in as
ralphadmin (read\rite)

[LogQut ]

i db A N2 B3

= Filter Click to expandicollzpse

Start Start Start  Start  Start
Month  Day  Year Hour  Minute
WorkedmComple_tionIOZ = [o6 = J2004: [13  [32
By: Time:End End  End End End
Month  Day  Year  Hour Minute st Reset|
[0z 7| [07 -] 2004 [13 3 (32 =l
Listing
first | previous | Showing - 1 of 1] next | last
Order Id Request Id User ID Size (MB) | Media | Worked By Created Completed Disposition
0400079764 0400081320| ECSGuest 0.0000| B8MM| ralphadmin|  Feb 7 2004 11:20AM Feb 7 2004 11:27AM check resume action

first | previous | Showing - 1 of 1| next | last

Need help with the Order Manager? Click on a Question Mark to get context-sensitive Help!
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Viewing and Responding to Suspended FT
Push Distribution Destinations

— The Suspended FTP Push Distribution Destinations
page provides the full-capability operator with a
means of viewing suspended FTP push
destinations and a means of taking the following
kinds of actions with respect to suspended FTP
push destinations:

» Resume suspended destinations
» Suspend active destinations
» View details of active or suspended destinations

— The limited-capability operator can use the
Suspended FTP Push Distribution Destinations
page to view suspended FTP push destinations but
is not allowed to take action on (e.g., resume)
suspended FTP push destinations
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Viewing and Responding to Suspended FTP
Push Distribution Destinations: Procedure

— Click on the FtpPush Monitor link
— Click on the Suspended Destinations link

— Observe information displayed on the Suspended
Destinations page

— To resume a suspended destination click on the
Resume button

— To suspend an active destination or view destination
details...

» Either type the destination name in the Destination Name
text box or type the host name in the FTP Node text box

» To suspend an active destination click on the Suspend
button

» To view ftp push requests associated with a destination
click on the View Requests button 184
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OM GUI: Suspended Destinations
Page
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FipPush Distribution Reguests
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Granules Queued
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Time of
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‘ Resume

Feh 14 2004 ‘
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‘ Resume
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FTP Push Destination

— OM Configuration

Active Destinations

Aging Pararreters
ServerDatabase
Iedlia

FTP Push Policy
=+ Help

+ Logs
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|
Configured name The destination host name

You are logged in as
ralphadmin (read\rite)

|
[Log Cut ]

Need help with the Order Manager? Click on a Question Mark to get context—sensitive Help!

Eh A 2 | http:/p2dps0.pye.ecs.nasa.goy:22401/cyi- bindEc OmGuiFtpSuspendedDestinations.pl?sessionld=ralphadmin
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Viewing and Responding to Destination
Details on the OM GUI

— The Destination Details page provides the full-
capability operator with a means of viewing detailed
data concerning a particular destination and a
means of taking the following kinds of actions:

» Suspend an active destination
» Resume a suspended destination

» Change the priority of a distribution request
associated with the destination

» Suspend a request associated with the destination
» Resume a request associated with the destination
» Cancel a request associated with the destination

— The limited-capability operator can use the
Destinations page to view detailed data concerning
destinations but is not allowed to take action on ftp 186
push requests for any destination
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Viewing and Responding to Destination Details
on the OM GUI: Procedure

— Perform the procedure for Viewing and Responding to
Suspended FTP Push Distribution Destinations to
display the Destination Details page

— Observe information displayed on the Suspended
Destinations page

— To suspend an active destination click on the Suspend
Destination button

— To resume a suspended destination click on the
Resume Destination button

— Perform the procedure for Suspending, Resuming,
Canceling or Resubmitting a Distribution Request
Using the OM GUI as necessary
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OM GUI: Destination Details Page =
(Suspended Destination)
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OM GUI: Destination Details Page

(Active Destination)
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Monitoring/Controlling Order
Manager Operations (Cont.)

« Checking/Modifying OM Queue Status

— The OM Queue Status page provides the full-
capability operator with a means of checking and
modifying OM queue status

— The OM Queue Status page allows the full-
capability operator to monitor and change the
current status of request queues for all media as
well as the request queues for PDS, SDSRYV, e-mail,
and staging

— The limited-capability operator can monitor but
cannot change the status of queues

— In addition, the OM Queue Status page allows both
full-capability and limited-capability operators to
determine the status (“up” or “down”) of the Order
Manager Server

190

625-EMD-009



Monitoring/Controlling Order
Manager Operations (Cont.)

« Checking/Modifying OM Queue Status:
Procedure

— Click on the OM Status Pages link
— Click on the OM Queue Status link

— Observe information displayed in the Current
Request Processing States table

— To either activate or suspend all request queues...

» Select the appropriate state from the ALL [QUEUES]
Change State option button

» Click on the Apply button

— To change the state of a group of request queues or
an individual request queue...

» Select the appropriate state from the corresponding
Change State option button

» Click on the Apply button

191
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OM GUI: OM Queue Status Page
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OM GUI: OM Queue Status Change
Confirmation Dialogue Box
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Monitoring/Controlling Order
Manager Operations (Cont.)

« Checking Staging Status

— The two Staging Status pages provide the
Distribution Technician (whether full-capability or
limited capability operator) with means of checking
staging status in either of two ways; i.e., by....

» Media Type
» FTP Push Destination

— The Staging Status pages allow the Distribution
Technician to monitor the number of granules and
data volume currently in staging (in four
categories):

» Granules waiting for staging

» Granules in staging

» Granules that have been staged but not yet shipped
» Granules that have been staged and shipped
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Monitoring/Controlling Order
Manager Operations (Cont.)

« Checking Staging Status (Cont.)

— In addition to the granule information, the data low
and high water marks are shown on the Staging
Status pages

— DHWM (Data High Water Mark)

» Maximum volume of data in staging or already staged
but not yet shipped

» If the data volume and number of requests is above
the DHWM, it is assumed the media devices have
plenty of work to keep them busy

— DLWM (Data Low Water Mark)

» Minimum volume of data that should be in staging or
already staged but not yet shipped

» If the data volume is below the DLWM, the media
devices may soon become idle
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Monitoring/Controlling Order
Manager Operations (Cont.)

« Checking Staging Status (Cont.)

— In general it is a good idea to keep the amount of
work that is in staging or staged just below the high
water mark of each output queue

» This achieves a good balance among ftp output
connections (or physical media output devices)

— The data high water marks can be exceeded in the
interest of optimizing the use of the archive drives
or to get high priority work through distribution
quickly

» For example, an idle archive would be dispatched
even if it means exceeding the DHWM
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Monitoring/Controlling Order
Manager Operations (Cont.)

« Checking Staging Status (Cont.)

— The DLWM is used mainly for dispatching high-
priority work
» Since it is a good idea to keep the queues at their

high water marks, generally the output queues
should be fairly full

» As a result, a high-priority request might have to wait
until some of the data gets worked off and the queue
falls below that high water mark

» But high-priority requests should go through at a fast
pace
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Monitoring/Controlling Order
Manager Operations (Cont.)

« Checking Staging Status: Procedure
— Click on the OM Status Pages link

— To display staging status by media type, Click on
the Media Type link

— Observe information displayed on the Staging
Status page

— To display staging status by ftp push destination,
click on the FTP Push Destination link

— Observe information displayed on the Staging
Status page

— To check or modify OM queue status go to the
procedure for Checking/Modifying OM Queue
Status
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OM GUI: Staging Status by Media =
Type Page
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OM GUI: Staging Status by FTP =
Push Destination Page
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Checking/Modifying OM Configuration
Parameters
— The OM Configuration pages provide the full-
capability operator with a means of checking and

modifying (if necessary) the values assigned to the
following types of OM configuration parameters:

» Aging Parameters

» OM Server Parameters

» OM Database Parameters
» Media Parameters

» FTP Push Policy

— The limited-capability operator can use the OM
Configuration page to view the values assigned to
OM configuration parameters but is not allowed to
change any parameters
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Monitoring/Controlling Order
Manager Operations (Cont.)

« Checking/Modifying Aging Parameters

— The Aging Parameters page provides the full-
capability operator with a means of checking and
modifying aging parameters

— The limited-capability operator can check but is not
allowed to change any aging parameters

— Aging parameters affect how Distribution Requests
are aged over time

— The following two aging parameters are
configurable for each ECS Priority Level (i.e.,
XPRESS, VHIGH, HIGH, NORMAL, or LOW):

» Age Step
» Maximum Priority
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Monitoring/Controlling Order
Manager Operations (Cont.)

« Checking/Modifying Aging Parameters (Cot.)

— Age Step is the aging rate by which the effective
priority of a request increases for every hour it has
been waiting

» Range is 0-100, including decimal fractions

» If the parameter is set to zero (0), waiting requests
never increase in priority

» For example, if the Age Step is set to 5.5 and a
request with an initial priority of 100 waits 10 hours
to be pushed, the request increases in priority by a
factor of 5.5 every hour until it has been delivered:

Hour 0: priority = 100
Hour 1: priority = 105.5

Hour 2: priority = 111

i-lour 10: priority = 155
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Monitoring/Controlling Order
Manager Operations (Cont.)

« Checking/Modifying Aging Parameters (Cot.)

— Maximum Priority is the maximum priority a request
can attain through the aging process

» For example, if Maximum Priority were set to 130,
once the request had reached a priority of 130, it
would not go any higher

» If a Maximum Priority of 130 were applied to the
previous example, at Hour 6 the priority would
become 130 and at every hour thereafter (if not
delivered) it would still be 130
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Monitoring/Controlling Order
Manager Operations (Cont.)

« Checking/Modifying Aging Parameters:
Procedure
— Click on the OM Configuration link
— Click on the Aging Parameters link

— Observe information displayed on the Aging
Parameters page

— To modify Aging Parameter value(s)...

» Enter the new value(s) in the text entry box(es) for
the relevant parameter(s)

» Click on the Apply button
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OM GUI: Aging Parameters Page
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Checking/Modifying OMS Server or Databae
Parameters

— The OMS Server and Database Configuration page
provides the full-capability operator with a means of
checking and modifying OMS server or database
parameters

— The limited-capability operator can check but is not
allowed to change any OMS server or database
parameters

— OMS server and database parameters affect how
the OM server and database run
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Checking/Modifying OMS Server or Databae
Parameters (Cont.)

— OMS server and database parameters are
dynamically loaded from the OMS database into the
configuration pages on the OM GUI

» If a configuration parameter is added to the database,

it is subsequently displayed on the OM GUI when the
applicable configuration page is requested

» If a configuration parameter is deleted from the
database, it is no longer displayed on the OM GUI

» Consequently, the configuration parameters
displayed on the OM GUI are variable
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Monitoring/Controlling Order
Manager Operations (Cont.)

« Checking/Modifying OMS Server or Database
Parameters: Procedure

— Click on the OM Configuration link
— Click on the Server/Database link

— Observe information displayed on the OMS Server
and Database Configuration page

— To modify server or database parameter value(s)...

» Enter the new value(s) in the text entry box(es) for
the relevant parameter(s)

» Click on the Apply button
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Checking/Modifying Media Parameters

— The Media Configuration page provides the full-
capability operator with a means of checking and
modifying media parameters

— The limited-capability operator can check but is not
allowed to change any media parameters

— Media parameters are specific to each kind of
distribution medium and affect such things as limit
checking against standard media capacity limits
(e.g., minimum request size and maximum request
size) and the partitioning of requests (e.g., partition
size)

211

625-EMD-009



Monitoring/Controlling Order
Manager Operations (Cont.)

« Checking/Modifying Media Parameters (Cot.)

— Media parameters are dynamically loaded from the
OMS database into the configuration pages on the
OM GUI

» If a configuration parameter is added to the database,
it is subsequently displayed on the OM GUI when the
applicable configuration page is requested

» If a configuration parameter is deleted from the
database, it is no longer displayed on the OM GUI

» Consequently, the configuration parameters
displayed on the OM GUI are variable
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Monitoring/Controlling Order
Manager Operations (Cont.)

« Checking/Modifying Media Parameters:
Procedure

— Click on the OM Configuration link
— Click on the Media link

— Observe information displayed on the Media
Configuration page

— To modify media value(s)...

» Enter the new value(s) in the text entry box(es) for
the relevant parameter(s)

» Click on the Apply button

» Click on the appropriate button in the “Remember
Values” confirmation dialogue box
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OM GUI: Media Configuration Page
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OM GUI: “Remember Values”
Confirmation Dialogue Box
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Checking/Modifying FTP Push Policy
Configuration
— The FTP Push Policy Configuration page provides
the full-capability operator with a means of defining

and configuring the fine-tuning parameters of ftp
push destinations

— The limited-capability operator can check but is not
allowed to change the fine-tuning parameters of ftp
push destinations

— Configuration parameters on the FTP Push Policy
Configuration page are grouped in the following
three areas:

» Global Settings for All Destinations
» Settings for Non-Configured Destinations
» Frequently Used Destinations
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Checking/Modifying FTP Push Policy
Configuration (Cont.)

— All ftp push destinations belong to one of two
groups:

» Frequently Used group
» Non-Configured (general) group

— All ftp push destinations not specifically defined as
Frequently Used Destinations are considered non-
configured

» They use the parameters in the Settings for Non-
Configured Destinations area

— All new destinations use the Settings for Non-
Configured Destinations as their default values until
other values are specifically assigned
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Checking/Modifying FTP Push Policy
Configuration (Cont.)
— Global Settings for All Destinations are parameters

that apply to all destinations regardless of their
individual settings

» Global settings apply to both frequently used and
non-configured destinations
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Checking/Modifying FTP Push Policy
Configuration: Procedure

— Click on the OM Configuration link
— Click on the FTP Push Policy link

— Observe information displayed on the FTP Push
Policy Configuration page

— To modify value(s) in either the Global Settings for
All Destinations area or Settings for Non-
Configured Destinations area ...

» Enter the new value(s) in the text entry box(es) for
the relevant parameter(s)

» Click on the Apply button

— To change the retry mode for a Frequently Used
Destination select the mode from the option button
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Checking/Modifying FTP Push Policy
Configuration: Procedure (Cont.)

— To remove (delete) destination(s) from the
Frequently Used Destinations area...

» Either click in the corresponding box(es) in the Del
column or click in the Select all box

» Click on the Remove Selected Destinations link
» Click on the OK button

— To add a new Frequently Used Destination perform
the procedure for Adding Destinations to the
Frequently Used Destinations Area

— To modify parameter value(s) for Frequently Used
Destination(s), perform the procedure for Modifying
Values Assigned to Parameters of Frequently Used
Destinations
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OM GUI: FTP Push Policy
Configuration Page
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OM GUI: FTP Push Destination =
Details Page
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Adding Destinations to the Frequently Used
Destinations List

— The Add New Destination page provides the full-
capability operator with a means of adding
destinations to the Frequently Used Destinations
list on the FTP Push Policy Configuration page

— The limited-capability operator is not allowed to add
destinations to the Frequently Used Destinations
list on the FTP Push Policy Configuration page

— A destination on the Frequently Used Destinations
list is defined by the following three attributes:

» Alias — a unique descriptive name or handle by which
the destination can be easily identified

» Target Directory - the directory on the remote host to
which files will be pushed

» Host Address - the remote host machine name or IP
address 223

625-EMD-009



Monitoring/Controlling Order
Manager Operations (Cont.)

* Adding Destinations to the Frequently Use
Destinations List (Cont.)

— Each destination on the Frequently Used
Destinations list must have exclusive attributes and
an exclusive alias

— Each new destination is initially assigned the same
parameter values as are used by the non-
configured destinations
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Adding Destinations to the Frequently Used
Destinations List: Procedure

— Click on the OM Configuration link
— Click on the FTP Push Policy Configuration link
— Click on the Add a Destination button

— Enter value(s) in the text entry box(es) for the
relevant attribute(s)/parameter(s)

— Select the retry mode from the option button

— To enter a note concerning the destination, type the
applicable text in the Notes text box

— Click on the Apply button

— Click on the appropriate button in the “Remember
Values” confirmation dialogue box

— Click on the Done button
— Click on the OK button
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OM GUI: Add New Destination Page

EARTH PROBES

— OM GUI — OPS MODE — Netscape o
b Eile Edit ¥iew Go Bookmarks Tools Window  Help

E?c'k - Fo‘%;\rd - R:%a\d ;S%Ep - Ii. hittp:/fp2dps0l pre.ecs.nasa.goy:22407/cyi-bind j 22 Search Fﬂ v@

T B, £iMail 5hHome Jd Radio [mlNetscape @\Search| wkBookmarks ##PVC Metetics ¢ GNU Emacs Referenc... ¢ esdis-proto.gsfe.nas.. ##Members o WebMail ¢ Connections ¢ BizJournal ¢ Smantl

Home oy « S—
Order Manager GUI ...
=+ Request Management g
= FtpPush Monitor The OME Server is running in 84 mode.
=+ OM Status Pages Sat Feh 7 14:51:34 2004
— OM Configuration Add New Destination
Aging Parameters
ServerDatabase
Media Destination Details
FTP Push Poli
B Hel;s B Name (Alias) | ?
+Logs Target Directory:| | ?
Hest/IP Address || ?
L‘i:ﬁ;‘;g?ﬂgﬁig&ﬁhe) Settings for this Destination (Default values loaded)
Meax. Operations: |5 7 Time Qut:| 300 ?
[Log Out ] 5 ; ?
FRHWM Min. Throughput| [{ !

-

CrHWM
DLWK

Retry Interval:|[s 7

Retry Mode| [ Automatic =]

-

MIEIE

Notes
0 of 255 Max. characters

Save Reset

Done |

Need help with the Order Manager? Click on a Qluestion Mark 1o get context—sensitive Helpl

£ A 2 EE ‘ Daocument: Dane (8.43 secs) HD%ﬁ“ 226

625-EMD-009



OM GUI: “Done” Confirmation
Dialogue Box

HavaScript Application]

@ This will not save any changes.
Continue?
Cancel |
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Modifying Values Assigned to Parameters of
Frequently Used Destinations

— The FTP Push Destination Details page provides the
full-capability operator with a means of modifying
the values assigned to parameters of frequently
used ftp push destinations (as listed in the

Frequently Used Destinations area of the FTP Push
Policy Configuration page)

— The limited-capability operator can check but is not
allowed to change the values assigned to

parameters of frequently used ftp push destinations
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Modifying Values Assigned to Parameters f
Frequently Used Destinations: Procedure

— Click on the OM Configuration link
— Click on the FTP Push Policy Configuration link
— Click on the specific Destination Name

— Observe information displayed on the FTP Push
Destination Details page

— Enter value(s) in the text entry box(es) for the
relevant attribute(s)/parameter(s)

— Select the retry mode from the option button

— To enter a note concerning the destination, type the
applicable text in the Notes text box

— Click on the Apply button
— Click on the Done button
— Click on the OK button
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Monitoring/Controlling Order
Manager Operations (Cont.)

« Using OM GUI Help

— There are several ways for the Distribution
Technician to get access to help in using the OM
GUI

» Whenever there is little question mark next to a
button or text field on an OM GUI page, clicking on
the question mark opens a dialogue box that
describes the item

* The “HelpOnDemand” feature provides context-
sensitive help for each page, particularly for
controls or parameters that may not be entirely
self-descriptive)

» For help on a particular topic the Help link in the
navigation frame of the OM GUI causes the Help page
to be displayed
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Example of HelpOnDemand

HavaScript Application]

& A neww destination must consist of a2 unigue name, valid host or IP address, and destination
directory.

bMultiple "destinations" can be configured for the same host address, as long as the
destination names and directories are different.
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OM GUI Help Page

File Edit Miew Go Bookmarks

OM GUI — OPS MODE — Netscape
Tools  Window Help

MABAS EANTH SCIENCE ENTERPSSE

e

EARTH PROBES
WLEAS NDLIVWHOAN) V1V

LARTH DUSTRVING SYSTEM

- - k.
Back Forward Reload  Siop

- i i hi L:i
I, hitp:/Yp2dps01.pvc.ecs.nasa.gov:22401/cgi- hind j &2 _Search Print b

| /B, fhMail 4}Home JdRadio relNetscape ogSearEh‘ whBookmarks g PYC Meterics ¢ GNU Emacs Referenc... ¢ esdis-proto.gsic.nas... g Members g WebMail ¢ Connections g BizJournal ¢ SmartUp|

Home

+ Request Management
=+ FtpPush Monitor

=+ OM Status Pages

=+ OM Configuration

Order Manager GUIL.. -

The OMS Server is running in 54 mode
Sal Feb 7 14:55:37 2004

Order Manager GUI Help

— Help
Ahout HelpOnDemand
Help

+ Logs

You are logged in as
ralphadmin (readWrite)

[Log Cut ]

| http:fp2dps0l pvc ecs nasa.gov:22401/cqi- bindEcOmGuiHelp. pl7sessionld=ralphadmin

GUI Developers: James Pino, Donna Copelan

New to the Order Manager? Below are some guidelines on how to use this interface. For complete documentation, see the DID 608 document included
with the installation package faor this utility

Search tip: Having trouble finding a topic or keyword? Use your Browser's search function! In MNetscape or |E Explorer, select Edit = "Find in Page..." fram
the menu or press Ctrl + F (Alt + F in UNIX) to search for 1ext within this page.

Index:

® What is the Order Manager Page?
LJ Heg{uest Management

Cperator Intervention Page
® O Queue Status
® O Configuration
®
L]

OM Server Statistics
OM Log Viewer

What is the Order Manager GUI?

The Qder Manager GUI is a graphical interface that allows a DAAC operator to manage distribution requests made through various order sources. It allows
the operator to create "interventions” on reguests which contain problems, causing the orders to be unfulfillable. Examples of such problems would be
inaccessible granules, request size too large, granule too large for the particular media type, etc. The operatar can then make a disposition on the entire
request and can even edit or fail particular granules associated with that request.

In addition, the operator may view detailed information on created interventions, distribution requests, and ECS orders, amang other things. POS, SDSRY,
and Staging gueue states can also be monitored, and the operator can change the state of processing gueues by media type or all media types
simultaneously.

The aperator may also configure the Arder Manager Database and Server through this GUI. See that section far more details
About the Order Manager GULI...

The Order Manger Page was originally developed by the Raythean Synergy |l team for NASA's DAAC centers, as part of an effort to make managing
distribution requests easier. The effart began in the summer of 2002,

Do | need to use a particular browser?
Far the Synergy [V release, it is necessary that Netscape 7 or higher be used for complete functionality, and is certified for use only with this browser. This
is in part due to Metscape's handling of and consistency with JavaSaript.

However, that is not to say that the OMS GUI will not wark with other browsers. The OMS GUI will work with Netscape 6 and MS |E 6+, but we strongly

recommend against using these browsers.

=
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Monitoring/Controlling Order
Manager Operations (Cont.)

* Viewing the OM GUI Log

— The OM GUI Log Viewer page provides the
Distribution Technician with a means of checking
entries in the OM GUI log

— The log file that the log viewer displays is located
under the cgi-bin/logs directory where the OM GUI
is installed

» It is not the web server log or the SYSLOG

» Itis a log (EcOmGui.log) that is specifically
generated by and for the OM GUI

233

625-EMD-009



Monitoring/Controlling Order
Manager Operations (Cont.)

* Viewing the OM GUI Log: Procedure

— Click on the Logs link
— Click on the OM GUI Log Viewer link
— Observe information displayed in the Log Summary

— In the “View the last ____ line(s) of the log file” text
box type the appropriate number of lines to be
displayed

» Entering 0 (zero) or leaving the text box blank
indicates that the entire log file should be displayed

— Click on the OK button
— Observe information displayed in the log file
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OM GUI Log Viewer Page

EARTH PROBES
WLEAS NDLIVWHOAN) V1V

LARTH DUSTRVING SYSTEM

OM GUI — OPS MODE — Netscape
Eile Edit ¥iew Go Bookmarks Toals Window Help

w . w . A G . . = S
Y [\ tpirnzpsat p sce nasa gov-zzani/cgi-bind +| 22_search| =

@, £LMail hHome J3Radio [mlNetscape Q\Search| WkBookmarks ¢ PVC Materics ¢ GNU Emacs Referenc... o esdis-proto.gsfc.nas.. ¢ Members ¢ WebMail o Connections ¢ BizJoumal ¢ SmartU

H; gt o E—
ome Order Manager GUI.. —ggss
+ Request Management £
= FtpPush Monitor The OMS Server iz running in 54 mode
=+ OM Status Pages Sat Feh 7 14:57:35 2004
OM Confi ti
1- Help nHauraton Welceme to the Log Viewer
About HelpOnDermand
Hel
_T_z s Wiew the last line(s) of the log file OK
e} G%\ Log Yiewer Leave Dlank or enter (o view the entire log.
You are logged in as: . Log Summary
ralphadmin {readW/rite) f!ze: 2%?{?;9“&18
ines:
[LogCut ] Last modified: Sat Feb 7 14:55:33 2004

Need help with the Order Manager? Click on a Question Mark to get context—sensitive Help!

Eh A 2 G | http:#/p2dps01.pvc.ecs.nasa.gov:22401/cgi- hin/EcOmGuilLogViewer pl?sessionld=ralphadmin |=4D%H1ﬂ 235
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OM GUI Log Viewer Page (Showing
Log File Entries)

T Elle Edit View Go Bookmarks Tools

Window Help

NABAS EARTH SCIENCE ENTERPISE

e

5 NOUNWHOIN] ¥IVD

EARTH PROBES

OM GUI — OPS MODE — Netscape

Reload  Stop W hitpdipzd

T B, SLMal % Home J8Radio [mlNetscape Cl, Search

Back | Forward

3

ps01.pye.acs.nasagov:22401/cyi-hind v & Search

Print
wkBookmarks #*PYC Meterics o GNU Emacs Referenc... ¢ esdis-proto.gsfe.nas.. 42 Members 2 WebMail # Connections ¢#BizJournal ¢ SmanU;

Home

Synergy ¥

-

=+ Request Management
=+ FtpPush Monitor

Order Manager GUI ...

The OME Server is running in §4 mode.

=+ OM Slatus Pages
=+ OM Configuration

= Help

About HelpOnDemand...
Help

— Logs

QM GUI Log Viewsr

You are logged in as:
ralphadmin (readWrite)

[Log Out ]

Sat Feb 7 14:59:19 2004

Welcome to the Log Viewer

View the last EU line(s} of the log file.

Laave blank or enter 0to view the entire log

OK

Leg Summary
Size: 26.654 MB
Lines: 336780
Last modified: Sat Feb 7 14:55:33 2004

Viewing last 50 lines of the leg file:

336741

1 OmGetWaterMarks @MediaType=NULL, @DestinationName="0THER'
336742:
336743:
336744:
336745:

Sat Feb 7 14:43:26 2004 Executed

Sat Feh 7 14:43:28 2004 About to execute: Om GetFtpDestParams
Sat Feb 7 14:43:26 2004 Executed

Sat Feh 7 14:43:46 2004 EcOm GuiMediaConfig.pl started

e £l A NS B3

336746:
336747 :
336748:
336749:
336750:

Sat Feb 7
Sat Feb
Sat Feh
Sat Feb
Sat Feh

:43:46 2004 PrintHeader: Input Arguments Sat Feb 7 14:43:46 2004
3:46 2004 PrintHeader: $autorefresh= $refreshRate=
3:49 2004 About to print HTML. ..

4:23 2004 PrintHeader: Input Arguments Sat Feb 7 14:44:23 2004

336751:
336752
336753:
336754
336755:
336756
336757
336758:
336759:
336760:
336761:
336762:
336763:
336764:
336765:
336766:
336767
336768:
Document: Dione (14.156 secs)

Il P b I

714:4
714:4
7 14:44:23 2004 EcCm GuiConfigureFtpPush pl Started
714:4
Sat Feb 7 14:44:23 2004 PrintHeader: $autarefresh= ErefreshRate=

Sal Feb 7 14:44:26 2004 About to execute: OmGetFtpDestParams @DestinationName = 'OTHER'
Sat Feb 7 14:44:27 2004 Executed

Sat Feb 7 14:44:27 2004 About to execute:

G GetWaterMarks @MediaType=NULL, @DestinationName="0THER'

Sat Feb 7 14:44:28 2004 Executed

Sat Feh 7 14:44:28 2004 About to execute: Om GetFtpDestParams

Sat Feb 7 14:44:28 2004 Executed

Sat Feh 7 14:43:02 2004 EcOmGuiConfigureFtpPushDetail pl Started

Sat Feb 7 14:48:02 2004 PrintHeader: Input Arguments Sat Feb 7 14:48:02 2004

Sat Feb 7 14:48:02 2004 PrintHeader: $autarefresh= ErefreshRate=

Sat Feb 7 14:48:07 2004 About to exee:

G GetFtpDestParams @DestinationMame = 'Test1Destination'

Sat Feh 7 14:48:07 2004 Executed

Sat Feb 7 14:48:07 2004 About to exec:

CmGet\WaterMarks @MediaType=NULL, @DestinationName='Test10estination’

Sat Feb 7 14:48:08 2004 Executed

Sal Feh 7 14:48:08 2004 EcOmGuiConfigureFtpPushDetail.pl Completed
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Using the OMS Configuration Script
(OMS Cl)

« OMS Configuration Script (OMS CI) Activitis

— The OMS Configuration Script or OMS Command-
Line Interface (OMS ClI) allows full-capability
operators to configure certain attributes of the OMS
that are not configured using the OM GUI

» For example, switching between Synergy IV and
Synergy lll operations

— For the most part the attributes that are configured
using the OMS CI do not require frequent
modification

— The OM CI utility is intended for full-capability
operators only

— Because it is a UNIX utility, the OM CI depends on
standard UNIX permissions to restrict execution of
the script to authorized users
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Using the OMS Configuration Script
(OMS CI) (Cont.)

« Starting the OMS CI

— Before starting the OM CI, it may be necessary to
prepare input files that are specified in optional
arguments when starting the OM CI

— If such input files are to be used the full-capability
operator starts the OMS GUI referencing the input
file in the command-line arguments
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Using the OMS Configuration Script
(OMS CI) (Cont.)

* Preparing Input Files for Use with the OMS I

— There are two general types of input files used with
the OMS CI:

» Synergy lll mode exception files

» Order-tracking retention time data

— If any Synergy Ill mode exceptions are to be applied
using the OMS CI, the appropriate input file(s) must
be prepared first so the file(s) can be included in
arguments that are specified when the OMS Cl is
started

— Each potential input is a “flat” file that contains one
of the following types of data:

» ESDT collection(s)
» Media type(s)
» Ftp push destination(s)
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Using the OMS Configuration Script
(OMS CI) (Cont.)

* Preparing Input Files for Use with the OMS I
(Cont.)

— The Synergy lll mode exception files can be used to
specify either of the following dispositions for the data:

» Add the data in the file to the current types of data being
processed in S3 mode

» Delete the data in the file from the current types of data
being processed in S3 mode

— Consequently, files may be created for the following six
conditions:

» Add ESDT collection(s) to processing in S3 mode

» Delete ESDT collection(s) from processing in S3 mode
» Add media type(s) to processing in S3 mode

» Delete media type(s) from processing in S3 mode

» Add ftp push destination(s) to processing in S3 mode

240

» Delete ftp push destination(s) from S3 processing
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Using the OMS Configuration Script
(OMS CI) (Cont.)

* Preparing Input Files for Use with the OMS CI
(Cont.)

— Each Synergy lll mode exception file specified when
starting the OMS CI must contain only one of the
preceding types of data

» For example, if a new ftp push destination is to be
added and a current ftp push destination is to be
deleted, two separate files must be created, one
containing the destination to be added and the other
containing the destination to be deleted

» The same principle applies whether the additions or
deletions relate to ftp push destinations, media
types, or ESDTs
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Using the OMS Configuration Script
(OMS CI) (Cont.)

* Preparing Input Files for Use with the OMS I
(Cont.)

— If order-tracking retention time (how long order-
tracking information is kept in the OMS database) is
to be modified using the OMS Cl, a file of data
“imported” from the OMS database (using the OMS
Cl) must be edited so the file can be included in an
argument that is specified when the OMS Cl is
started the next time

— The “imported” file contains the following three
types of data:

» Order source [i.e., “D” (Data Pool), “S” (Spatial
Subscription Server), “V” (VO gateway), or “M”
(machine-to-machine gateway)]

» Distribution medium
» Retention time period in days

242

625-EMD-009



Using the OMS Configuration Script
(OMS CI) (Cont.)

* Preparing Input Files for Use with the OMS I
(Cont.)

— The “imported” order-tracking retention time file is
edited to incorporate the new configuration
information (i.e., retention time for each set of order
source/medium)

— The edited file is subsequently “exported” to the
OMS database (using the OMS CI), where the new
values are entered
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Using the OMS Configuration Script
(OMS CI) (Cont.)

* Preparing Input Files for Use with the OMS CI:
Procedure

— Access a terminal window logged in to the Data
Pool Server host

— Enter cd /usr/ecs/MODE/CUSTOM/WWW/OMS/cgi-
bin
— Enter vi filename

— Using vi editor commands create a file that
specifies the relevant values to be sent to the OMS

— Press the Esc key
— Enter Z2Z
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Using the OMS Configuration Script
(OMS CI) (Cont.)

« Starting the OMS CI

— If any Synergy Ill mode exceptions are to be applied
using the OMS CI, the appropriate input file(s) must
have been prepared first so the file(s) can be
included in arguments that are specified when the
OMS Cl is started

— The OMS CI script can take several options to
process input files for Synergy lll mode exceptions

— Each potential input is a “flat” file that contains one
of the following types of data:

» ESDT collection(s)
» Media type(s)
» Ftp push destination(s)
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Using the OMS Configuration Script
(OMS CI) (Cont.)

« Starting the OMS CI

— Based on the file names included in arguments
when it is started, the OMS CI determines which file
was specified for which purpose (media, ESDTs, or
destinations) and requests confirmation

— Then the OMS CI requests whether the file entries
are to be added or deleted from the relevant list

« Starting the OMS CI: Procedure

— Access a terminal window logged in to the Data
Pool Server host

— Enter cd /usr/lecs/MODE/CUSTOM/WWW/OMS/cgi-
bin
— Enter EcOmConfig.pl MODE [ -s3col filename ]

[ -s3media filename ] [ -s3dest filename] [ -ot
filename ] [ -help ]
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OMS CI: Main Menu

OMS Configuration CI v1.0

MENU:

1) Synergy III Mode Exceptions

2) Configure MSS/OMS Order Tracking
3) Switch Server Mode

4) Help

Type "x" to exit

=>
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Using the OMS Configuration Script
(OMS CI) (Cont.)

« Using the OMS CI

— The full-capability operator can perform the
following tasks using the OMS CI:

» Processing Input Files Specified for Synergy lll
Exceptions

» Configuring How Long Order-Tracking Information is
Kept in the OMS Database

» Switching Between Synergy IV and Synergy lli
Operations

» Getting OMS CI Help

— Limited-capability operators should not be able to
get access to the OMS CI
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Using the OMS Configuration Script
(OMS CI) (Cont.)

* Processing Input Files Specified for
Synergy lll Exceptions

— If any Synergy Ill mode exceptions are to be applied
using the OMS CI, the appropriate input file(s) must
have been prepared first and the file name(s) must
have been included in arguments that were
specified when the OMS CI was started
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Using the OMS Configuration Script
(OMS CI) (Cont.)

* Processing Input Files Specified for
Synergy lll Exceptions (Cont.)

— There may be as many as six Synergy Ill exception
files to account for the following six conditions:

» Add ESDT collection(s) to processing in Synergy lll
mode

» Delete ESDT collection(s) from processing in
Synergy lll mode

» Add media type(s) to processing in Synergy lll mode

» Delete media type(s) from processing in Synergy lll
mode

» Add ftp push destination(s) to processing in
Synergy lll mode

» Delete ftp push destination(s) from processing in
Synergy lll mode
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Using the OMS Configuration Script
(OMS CI) (Cont.)

* Processing Input Files Specified for
Synergy lll Exceptions (Cont.)

— The files can specify either types of data to be
added to or types of data to be deleted from the
current types of data being processed in Synergy lll
mode

» For example, a file of media types can add to the
media types processed in Synergy lll mode or a file
can specify media types to be deleted from the media
types processed in Synergy lll mode

» The file specified when starting the OMS Cl must
contain either the one type of data or the other, not
both

» If both additions and deletions are to be made, two
separate files must be created

» The same principle applies whether additions or
deletions of media types, ESDTSs, or ftp push
destinations are specified 051
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Using the OMS Configuration Script
(OMS CI) (Cont.)

* Processing Input Files Specified for
Synergy lll Exceptions (Cont.)

— Based on the file names included in arguments
when it is started, the OMS Cl| determines which file
was specified for which purpose (media, ESDTs, or
destinations) and requests confirmation

— When the full-capability operator confirms the file
and its content, the OMS CI requests whether the
entries in the file are to be added or deleted from
the relevant list
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Using the OMS Configuration Script
(OMS CI) (Cont.)

* Processing Input Files Specified for Synerg i
Exceptions: Procedure

— At the OMS CI Main Menu prompt enter 1
— At the Synergy lll Mode Exceptions Menu prompt enter 1
— At the Use this file? [y/n] prompt enter y

— At the Synergy lll Mode Actions Menu prompt, enter the
appropriate number

» 1 -to add the data in the file to the types of data to be
processed in Synergy lll mode

» 2 -to remove add the data in the file from the types of data
to be processed in Synergy lll mode

» 3 - to abort the process of processing the file

— At the “Submission successful. Press <ENTER> to
continue...“ message, press Return/Enter

— Repeat steps as necessary 253

625-EMD-009




OMS CI: Synergy lll Mode
Exceptions Menu

Synergy III Mode Exceptions:

1) Process input files...
2) Back to Main Menu

=>
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OMS CI: Synergy lll Mode Actions “l‘_

Select an action to take:

1) ADD the media types specified in the file

2) DELETE the media types specified in the file
3) Back to main menu

=>
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Using the OMS Configuration Script
(OMS CI) (Cont.)

« Configuring How Long Order-Tracking
Information is Kept in the OMS Database

— The full-capability operator can configure how long
order-tracking information is kept in the OMS
database

» The length of time can be different for each
combination of media type and order source

— The process of configuring how long order-tracking
information is kept in the OMS database involves
“importing” the current configuration to a local file,
editing the file, and exporting it back into the OMS
database
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Using the OMS Configuration Script
(OMS CI) (Cont.)

« Configuring How Long Order-Tracking
Information is Kept in the OMS Database (Cont.)

— When the full-capability operator requests the OMS CI
to “import” the current configuration, the utility creates
and saves a unique file in the current directory

— The saved file contains the configuration for all media
types and all order sources

— The full-capability operator exits the OMS CI and edits
the import file to incorporate changes

— The full-capability operator starts the OMS CI using the
—ot option and specifying the edited file

— The full-capability operator uses the OMS CI to export
the data in the file to the database

— The OMS CI parses the file and submits the changes to
the OMS database
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Using the OMS Configuration Script
(OMS CI) (Cont.)

* Processing Input Files Specified for
Synergy lll Exceptions: Procedure

— At the OMS CI Main Menu prompt enter 2
— At the Configure Order Tracking Data Menu prompt

enter the appropriate number

» 1 -to import the current order-tracking retention time
configuration (from the OMS database) into a file

» 2 -to export an edited order-tracking retention time
file to the OMS database

» 3 - to view the current configuration
» 4 - to return to the OMS CI Main Menu

— If the current order-tracking retention time
configuration was imported into a file, exit from the

OMS CI

— If applicable, edit the import file as described in
Preparing Input Files for Use with the OMS CI 258
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Using the OMS Configuration Script
(OMS CI) (Cont.)

* Processing Input Files Specified for
Synergy lll Exceptions: Procedure (Cont.)

— After editing the order-tracking retention time file,
start the OMS CI using the -ot option and the file
name as an argument

— After starting the OMS CI with reference to the
edited file, at the Configure Order Tracking Data
Menu prompt enter 2

— To export an edited order-tracking retention time
file to the OMS database, at the Do you want to use
this one? [y/n] prompt enter y

— To continue exporting an edited order-tracking
retention time file to the OMS database, at the
Continue? [y/n] prompt enter y

— At the “Export OK. Press <ENTER> to continue...“

message, press Return/Enter
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OMS CI: Configure Order Tracking
Data Menu

Configure Order Tracking Data

1)
2)
3)
4)

Import current configuration to file...
Export new configuration to database...
View current configuration

Back to main menu
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Using the OMS Configuration Script
(OMS CI) (Cont.)

« Switching Between Synergy IV and Synerg 1]
Operations

— The option to switch server (processing) mode
allows the full-capability operator to switch the OMS
Server processing between S4 (Synergy V)
operations and S3 (Synergy lll) operations

— The feature works like a toggle:

» If the current mode is S3, the only option is to switch
to S4 and vice versa

— Invoking the option to switch server (processing)
mode allows also causes the current status of the
OMS Server (i.e., “up” or “down”) to be displayed

— Because the processing mode is kept as a
parameter in the OMS database, it can be changed
regardless of OMS server status
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Using the OMS Configuration Script
(OMS CI) (Cont.)

« Switching Between Synergy IV and Synergy Il
Operations (Cont.)

— The OMS Server must be shut down before
switching the OMS Server mode

« Switching Between Synergy IV and Synergy Il
Operations: Procedure
— At the OMS CI Main Menu prompt enter 3

— At the Switch Processing Mode Menu prompt enter
1
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OMS CI: Switch Processing Mode
Menu

1) Switch Processing mode to S3
2) Back to main menu

3) Exit

=>
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Using the OMS Configuration Script
(OMS CI) (Cont.)

« Getting OMS CI Help

— The “help” function of the OMS CI allows the full-
capability operator to display a complete synopsis
of the options and all available functions of the CI

« Getting OMS CI Help: Procedure
— At the OMS CI Main Menu prompt enter 4

— To view additional help information press
Return/Enter

— To exit from Help enter q
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OMS CI: Help

OMS Configuration CI 1.0 HELP

Type "q" at any time to quit help.

Usage:

EcOmConfig.pl [options]

-ot <file> Order tracking export file

-s3col <file> File containing Synergy III ESDT collections
-s3media <file> File containing Synergy III media types
-s3dest <file> File containing Synergy III FTP destinations

SWITCH SERVER MODE

This function toggles the server mode between "S3" and "S4". It

sets a parameter in the database that the OMS Server picks up

the next time it is started. It does not set the mode directly

in the server.
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Tuning Data Server Subsystem
Parameters

« System parameters may be subject to control
by Configuration Management (CM)
— When making or requesting a change to system

parameters, the CM process at the particular site
must be followed (if applicable)

 Two databases where parameters can be set:
— Configuration Registry database

— Storage Management and Data Distribution
database

* For Storage Management servers the Registry
has database connectivity information only

— All other configuration information is in the Storage
Management and Data Distribution database and is
typically entered or modified using the Storage
Management Control GUI 266
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Tuning Data Server Subsystem
Parameters (Cont.)

« Configuration Registry

— Configuration Registry Server provides a single
interface (via a Sybase server) for retrieving
configuration attribute-value pairs for ECS servers
from the Configuration Registry database

» When ECS servers are started they access the
Configuration Registry database to obtain needed
configuration parameters

— Database Administrator has access to a
Configuration Registry GUI for viewing and editing
configuration data in the database

— It is necessary to coordinate with the Database
Administrator when changes to configuration
parameters are needed

— Changes to configuration-controlled parameters are

subject to approval through the site CM process
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Tuning Data Server Subsystem
Parameters (Cont.)

« Default and adjusted values assigned to
system parameters vary from site to site

— For guidance concerning the assignment of values
to parameters included in the Configuration
Registry refer to document 910-TDA-022, Custom
Code Configuration Parameters for ECS

» Document is available at
http://cmdm.east.hitc.com/baseline/
under “Technical Documents”
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Tuning Data Server Subsystem
Parameters (Cont.)

 Parameters whose values may be modified to
enhance system functioning or performance
— AppLogSize [parameter applies to all servers]

» Maximum size of the application log (ALOG) file for a
particular application

» Recommended size varies considerably depending
the nature of the application for which the file is
being written

— AppLogLevel [parameter applies to all servers]

» Level of detail provided in the ALOG file for a
particular application

» Acceptable values are 0,1, 2, or 3
» A setting of “0” provides the most data
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Tuning Data Server Subsystem
Parameters (Cont.)

* Tuning parameters (Cont.)

— DebugLevel [parameter applies to all servers]

»

»

Level of detail provided in the debug log file for a
particular application

Normally acceptable values are 0, 1, 2, or 3

» A setting of "0" turns off logging; a setting of “3”

»

»

provides a significant amount of data

STMGT offers "enhanced" debugging based on
bitmaps [Level 7 (the 4 bit) provides detailed
database debugging; Level 15 (the 8 bit) frequently
dumps the in-memory request queue (in the Request
Manager)]

Both Level 7 and Level 15 quickly create enormous
log files
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Tuning Data Server Subsystem
Parameters (Cont.)

 Tuning parameters (Cont.)

— DBMaxConnections [EcDsDistributionServer and
EcDsDdistGui parameter]

» Maximum number of database open connections
(e.g., 15) allowed a particular application

» Increasing the assigned value may prevent other
applications from getting access to the database

— FtpPushThreshold [EcDsDistributionServer
parameter]

» Maximum number of bytes (e.g., 15000000000) per
distribution request via ftp push

» The FtpPushThreshold should always be greater than
the size of the largest input granule used by the
Planning and Data Processing Subsystems (PDPS)

» When a distribution request exceeds the threshold
the request is suspended in DDIST
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Tuning Data Server Subsystem
Parameters (Cont.)

 Tuning parameters (Cont.)

— FtpPullThreshold [EcDsDistributionServer
parameter]

» Maximum number of bytes (e.g., 20000000000) per
distribution request via ftp puli

» When a distribution request exceeds the threshold
the request is suspended in DDIST

— MaxThreads [EcDsDistributionServer parameter]

» Worker threads (created at start up) used to process
active requests

» Needs to be greater than or equal to the sum of all
priority thread limits
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Tuning Data Server Subsystem
Parameters (Cont.)

 Tuning parameters (Cont.)
— RETRIEVAL_CHUNK SIZE [EcDsDistributionServer
parameter]

» Number of per-request archived files (e.g., 40) to be
retrieved from the archive server

» Must be greater than zero (0)

» Should not be greater than half the number of service
threads used by the STMGT cache managers for
archive reading

— SocketLimit [EcDsDistributionServer parameter]

» Number of connections (e.g., 620) to a server through
the Hubble Space Telescope (HST) sockets
middleware

» Too low a number misses connections

» Too high a number may adversely affect the memory

of the server's host
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Tuning Data Server Subsystem
Parameters (Cont.)

 Tuning parameters (Cont.)

— CheckSumsStoreFreq [EcDsStArchiveServer
parameter]

» Percentage of StoreFile requests to be checksummed

— CheckSumRetrieveFreq
[EcDsStCacheManagerServer parameter]

» Percentage of checksummed files to be
checksummed for file retrieve requests
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Tuning Data Server Subsystem
Parameters (Cont.)

 When the value assigned to a parameter has
been changed and saved in the Configuration
Registry, the modified value does not take

effect until the affected server has been
restarted

« Example

— Debug level for the Distribution Server log has been

changed from “2” to “3” in the Configuration
Registry

— Modification does not affect the recording of data in
the log until after a warm restart of the Distribution
Server (at which time the server would read the
parameters in the Configuration Registry)
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Tuning Data Server Subsystem
Parameters (Cont.)

e Checksum Status

— It is possible to have a checksum calculated for
each file stored (inserted) in the archive

— There is an option for having a checksum computed
for each file retrieved from the archive and
validating it by comparing it with the checksum
previously computed

— The extent of check-summing is determined by the
values assigned to the following two configuration
parameters in the Configuration Registry:

» CheckSumsStoreFreq
» CheckSumRetrieveFreq
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Tuning Data Server Subsystem
Parameters (Cont.)

 Checksum Status (Cont.)

— CheckSumStoreFreq is an archive server
(EcDsStArchiveServer) parameter that specifies the
percentage of StoreFile requests to be
checksummed

— CheckSumRetrieveFreq is a cache manager server
(EcDsStCacheManagerServer) parameter that
specifies the percentage of file retrieve requests to
be checksummed

— The recommended value for both parameters is 100
(i.e., calculate a checksum for 100% of requests)

» If either value needs to be modified, coordinate the
change with the Database Administrator
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Modifying System Parameters in
the STMGT/DDIST Database

« Staging Area Size and Read-Only Cache Size

— Cache and staging disk space requirements are
defined in separate columns in different database
tables in the Storage Management and Data
Distribution Database

— The TotalStagingSpace column in the
DsStStagingDiskServer table contains the overall
size of the space (in blocks) available for a staging
disk

— The TotalCacheSpace column in the DsStCache
table contains the overall size (in blocks) of a cache
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Modifying System Parameters in
the STMGT/DDIST Database

« Staging Area Size and Read-Only Cache Size
(Cont.)

— The TotalStagingSpace column should reflect the
available disk space in the file partition that is
configured

— The TotalCacheSpace column is seen as "Original
Cache Space” from the Storage Management
Control GUI

» The value assigned to the cache manager that is
configured as the Pull Monitor (Pull Area Manager)
should be the size (in blocks) of the partition that
houses the Pull Area

» If the value assigned to the Pull Monitor (Pull Area
Manager) is changed while there are files in the Pull
Area, the value should be higher than the cumulative
size of files in the cache
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Modifying System Parameters in
the STMGT/DDIST Database

« Staging Area Size and Read-Only Cache Size
(Cont.)

— In Storage Management configurations...
» Capacity ("space") is consistently specified in blocks
» File size is specified in bytes

— Each cache has its own path
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Modifying System Parameters in
the STMGT/DDIST Database

« Staging Area Size and Read-Only Cache Size
(Cont.)

— Comparison of staging disk and cache paths:
» EcDsStCacheManagerServerACM1 cache path:
lusr/ecs/OPS/CUSTOM/apc/x0acg01/data/staging/cache

[The cache area used to be identified as "user1”]

» EcDsStStagingDiskServerACM1 root path:
lusr/ecs/OPS/CUSTOM/apc/x0acg01/data/staging//disks

[Each staging disk has a unique number (e.g.,
disk1132), even across servers]

— Cache and staging disk space parameters are
modified using the Storage Management Control
GUI
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Modifying System Parameters in
the STMGT/DDIST Database

« Setting Expiration Thresholds for Cache
Managers

— A just-enough-cache cleanup strategy is used in
Storage Management

» Caches (including the Pull Area) generally remain full
because each cache manager identifies and removes
just enough old files to accommodate new ones

— In the DsStCache database table there is an
ExpirationThreshold column that contains the
number of hours it takes for files to expire in the
cache area managed by each cache manager

» The ExpirationThreshold for the cache manager
configured as the Pull Monitor specifies the number
of hours it takes for files to expire in the Pull Area
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Modifying System Parameters in
the STMGT/DDIST Database

« Setting Expiration Thresholds for Cache
Managers (Cont.)

— Factors considered when setting the
ExpirationThreshold for each cache manager:

» ExpirationThreshold specifies the number of hours a
lien will be held against a cached file

» If a lien expires and space is required, the lien will be
automatically removed unless the ConfirmDelete flag
(for expired files) is set to "Yes"

» ExpirationThreshold entries are typically set at 72
(hours) but may be set at some other value (usually
in the range of 24 - 72)

» Too short a time limits the ability of users to get their
data before it is deleted (if ConfirmDelete is set to
llNoll)

» Too long a time increases the chance of filling up the

cache
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Modifying System Parameters in
the STMGT/DDIST Database

« Setting Expiration Thresholds for Cache
Managers (Cont.)

— The ConfirmDelete column in the DsStCache table
is a flag that indicates whether to automatically
delete upon reaching the ExpirationThreshold

» ConfirmDelete is typically set to "No" (do not require
confirmation before deleting)

— Files are pulled to the Pull Area by the Pull Monitor
(Pull Area Manager); they are not pushed there by
the ftp server

— The Fault Level and Warning Level parameters are
ignored

— Expiration thresholds and ConfirmDelete flags for
expired files are modified using the Storage
Management Control GUI
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Modifying System Parameters in
the STMGT/DDIST Database (Cont.)

« Storage Management Service Thread
Allocation

— Service threads process requests submitted to the
applicable server, for example...

» EcDsStRequestManagerServer
» EcDsStArchiveServer

» EcDsStCacheManagerServer
» EcDsStStagingDiskServer

» EcDsStFtpServer

— The number of service threads assigned to a server
should be set on the basis of the resources
available and the server throughput
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Modifying System Parameters in
the STMGT/DDIST Database (Cont.)

« Storage Management Service Thread
Allocation (Cont.)

— The DsStServiceThreadConfig database table
contains the number, types, and priorities of
service threads for Storage Management servers

— The following columns indicate the number of
service threads assigned to each priority:

» XpressThreads
» VhighThreads
» HighThreads

» NormalThreads
» LowThreads
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Modifying System Parameters in
the STMGT/DDIST Database (Cont.)

« Storage Management Service Thread
Allocation (Cont.)

— The PoolType column (DsStServiceThreadConfig
database table) identifies the type of threads within
a certain pool applicable to the server

» Service Threads
» Read Threads
» Write Threads

— In Storage Management Read Threads and Write
Threads apply to the archive servers only

— The NumThreads column contains the number of
threads in a particular pool

— Storage Management service thread-related values
are modified using the Storage Management
Control GUI

287

625-EMD-009



Modifying System Parameters in
the STMGT/DDIST Database (Cont.)

Representative Default Values Listed in the DsStServiceThreadConfig
Database Table

Serverld PoolType Num Xpress Vhigh High Normal Low
Threads | Threads | Threads | Threads | Threads | Threads
1 ReadThreadPool | 30 0 10 10 0 10
1 ThreadPool 30 0 10 10 0 10
1 WriteThreadPool | 30 0 10 10 0 10
2 ReadThreadPool | 10 0 0 0 0 10
2 ThreadPool 50 0 10 10 0 30
2 WriteThreadPool | 100 0 20 70 0 10

— Serverld 1 refers to EcDsStArchiveServerACM4
— Serverld 2 refers to EcDsStArchiveServerDRP3
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Modifying System Parameters in
the STMGT/DDIST Database (Cont.)

- Data Distribution Priority Thread Allocation

— Data Distribution (DDIST) has been enhanced to
support a DAAC-configurable number of thread
pools with each pool having a separate thread limit

— The pools are defined in a DDIST database table
called DsDdThreadPool

» Each row in the table contains a unique pool
identifier, a thread pool name, and the number of
threads (thread limit) associated with the pool
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Modifying System Parameters in
the STMGT/DDIST Database (Cont.)

Example of DsDdThreadPool Table Contents

ThreadPoolid ThreadPoolName ThreadLimit
13 SUB_LARCINGMGR 15
14 DEFAULT 10
15 PRODUCTION 20
16 SUB_ASTERGDS 10
17 SUB_NOAASOAP 20
18 SUB JSMITH 20
19 PDS 30
20 USER_FTPPUSH 35
21 USER _FTPPULL 10
22 S4POPS 20
23 SUB_PRIVUSER 80
24 SUB_REGUSER 60
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Modifying System Parameters in
the STMGT/DDIST Database (Cont.)

* There is always a DEFAULT pool in the
DsDdThreadPool table

— A distribution request that fails to match any of the
other rules for assigning requests to thread pools is
automatically assigned to the DEFAULT pool

* Rules for assigning requests to thread pools are
specified in the DsDdAssignmentRule table

— Rules are DAAC-configurable and are based on request
attributes

— Attributes involved in thread pool assignments:
» ECSUserld
» Priority
» EsdtType
» MediaType

« Each row in the table defines an assignment rule *'
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Modifying System Parameters in
the STMGT/DDIST Database (Cont.)

Example of DsDdAssignmentRule Table Contents

SeqNum | Thread | ECSUserld Priority | Esdt Media EmailAddress NumberOf
Poolld Type Type Granules
50 14 ANY ANY ANY scp ANY ANY
100 15 $EcDpPremM ANY ANY ANY ANY ANY
200 16 Aster_gds NORMAL | ANY ANY ANY ANY
300 13 LarcingMgr NORMAL | ANY ANY ANY ANY
400 17 NOAA/SOAP ANY ANY ANY ANY ANY
500 18 jsmith NORMAL | ANY ANY ANY ANY
600 19 $PDS3 ANY ANY ANY ANY ANY
900 22 s4opsaaf ANY ANY ANY ANY ANY
1000 22 s4opsaar ANY ANY ANY ANY ANY
1100 22 s4opsamf ANY ANY ANY ANY ANY
1200 22 s4opsamr ANY ANY ANY ANY ANY
1300 22 s4opsdpf ANY ANY ANY ANY ANY
1400 22 s4opstmf ANY ANY ANY ANY ANY
1500 22 s4opstmr ANY ANY ANY ANY ANY
1600 23 PrivUser ANY ANY | FtpPush | userops@x0ins02. 2
daac.ecs.nasa.gov
1700 24 RegUser ANY ANY ANY ANY ANY
1800 17 NoneUser ANY ANY ANY ANY ANY
1900 20 ANY ANY ANY | FtpPush ANY ANY
2000 | 21 | ANY ANY | ANY | FtpPull ANY ANY 292
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Modifying System Parameters in
the STMGT/DDIST Database (Cont.)

* For each new request, the rules (in the
DsDdAssignmentRule table) are evaluated in
order by SeqNum

— When a rule is found where all conditions evaluate

to true, the request is assigned to the pool specified
in the ThreadPoolld column

— A rule evaluates to true if the values of all of the
request attributes (i.e., ECSUserld, Priority,
EsdtType, MediaType, EmailAddress, and
NumberOfGranules) match the values contained in
the rule's row in the table

» A value of "ANY" automatically evaluates to true for
that attribute

» Any requests that fail to match any of the rules are
assigned to the DEFAULT thread pool
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Modifying System Parameters in
the STMGT/DDIST Database (Cont.)

 Dynamic FTP server assignment

— In addition to enforcing rules for assigning requests
to thread pools (as specified in the
DsDdAssignmentRule table) Data Distribution uses
dynamic FTP server assignment as a means of
preventing certain types of requests from
monopolizing distribution resources

— Dynamic FTP server assignment involves using a
set of rules in the DsDdAssignmentRuleHWCI table
to evaluate each distribution request and allocate it
to the appropriate Data Distribution FTP server

— The rules for assigning a distribution request to a
specific FTP server (identified by HWCI) are DAAC-
configurable and are based on request attributes
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Modifying System Parameters in
the STMGT/DDIST Database (Cont.)

 Dynamic FTP server assignment (Cont.)

— The following attributes are used for making an
HWCI assignment:

» ECSUserld

» SeniorClient
» MediaType

» EsdtType

» PushDest

» EmailAddress

— Each row in the DsDdAssignmentRuleHWCI table
defines an HWCI assignment rule
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Modifying System Parameters in
the STMGT/DDIST Database (Cont.)

Example of DsDdAssignmentRuleHWCI Table Contents

SeqNum HWCI ECSUserld | Senior | Media Esdt PushDest EmailAddress
Client Type Type
100 DRP1 $PDS ANY ANY ANY ANY ANY
200 DRP1 ANY PD ANY ANY ANY ANY
300 DRP1 ANY IN ANY ANY ANY ANY
400 DRP1 $PDS3 ANY ANY ANY ANY ANY
500 DRP2 PrivUser ANY FtpPush | ANY ANY ANY
600 DRP1 RegUser ANY FtpPush | ANY ANY ANY
700 DRP1 s4opsaaf ANY FtpPush | ANY ANY ANY
800 DRP1 s4opsaar ANY FtpPush | ANY ANY ANY
900 DRP1 s4opsamf ANY FtpPush | ANY ANY ANY
1000 DRP1 s4opsamr ANY FtpPush | ANY ANY ANY
1100 DRP2 s4opsdpf ANY FtpPush | ANY ANY ANY
1200 DRP1 s4opstmf ANY FtpPush | ANY ANY ANY
1400 DRP1 s4opstmr ANY FtpPush | ANY ANY ANY
1500 | DRP1_auto ANY ANY scp ANY ANY ANY
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Modifying System Parameters in
the STMGT/DDIST Database (Cont.)

 When DDIST receives a request, a stored
procedure executes to assign the request to the
appropriate thread pool based on the rules
contained in the DsDdAssignmentRule table

— Once all threads in a given thread pool have been
allocated, new requests assigned to that pool are put
in a "pending" state until a thread becomes available

— Requests are no longer automatically assigned to
threads in other pools if there are no available threads
in their assigned pool

— Pending requests for each pool are activated in first-
in-first-out order by request priority

 Another stored procedure executes to map the
request to an HWCI based on the rules
contained in the DsDdAssignmentRuleHWCI
table 297
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Modifying System Parameters in
the STMGT/DDIST Database (Cont.)

« DAACs may adjust configurations by
updating the following tables:

— DsDdThreadPool
— DsDdAssignmentRule
— DsDdAssignmentRuleHWCI
 Assignment rules may be added, deleted or

updated at any time without warm-starting
DDIST

— Changes to assignment rules take effect
immediately upon being entered in the database

— All new requests entering DDIST are subject to the
updated rules
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Modifying System Parameters in
the STMGT/DDIST Database (Cont.)

* The ThreadLimit attribute in the
DsDdThreadPool table may be dynamically
changed as well

— The DDIST server reloads thread limits every 90
seconds so thread limit changes take effect within
90 seconds after being entered

— New thread pools can be added by inserting rows in
the DsDdThreadPool table; however, they are not
used until the DDIST server is warm-started

* A thread pool can be deleted as long as ...

— There are no rules in the DsDdAssignmentRule
table that point to the thread pool

AND

— All requests that have been assigned to the thread
pool have been completed and have migrated out of
the DDIST database 299
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Modifying System Parameters in
the STMGT/DDIST Database (Cont.)

« When DDIST is warm-started, all requests ae
reassigned to thread pools based on the current
set of rules

 If necessary, it is possible to reassign requests
after they have been assigned to a thread pool

— Update the rules in the DsDdAssignmentRule table as
necessary to ensure that the request will be assigned
to the desired thread pool

— Warm-start DDIST (EcDsDistributionServer)

* There is no GUI support for making changes to
either the thread pool configuration or the FTP
server assignment

— Thread pool configuration or FTP server assignment
changes are made by a DAAC DBA using the isql
interface to update the DsDdThreadPool,
DsDdAssignmentRule and/or
DsDdAssignmentRuleHWCI tables in the database
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Modifying System Parameters in
the STMGT/DDIST Database (Cont.)

* Guidelines for tuning DDIST priority thread |
allocation:

— In most cases, each FtpPush destination site
should have its own thread pool

— For each FtpPush destination, the DAAC should
determine the number of concurrent file transfers it

takes to fully utilize the available network
bandwidth

» The number represents a parameter called
"MaxTransfers"

— For subscription-based FtpPush distribution, the
thread limit for the associated thread pool shouild
be set to 130% of MaxTransfers (rounded up)

» This should provide a sufficient number of threads to
utilize the available network bandwidth plus allow for
one or more threads to be concurrently staging data
out of the AMASS cache
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Modifying System Parameters in
the STMGT/DDIST Database (Cont.)

* Guidelines for tuning DDIST priority thread |
allocation (Cont.):

— For non-subscription-based FtpPush distribution,
the thread limit for the associated thread pool
should be set to 200% of MaxTransfers (rounded

up)

» This should provide sufficient threads to utilize the
available network bandwidth plus allow for staging of
data from archive tapes

— The total number of threads in DsDdThreadPool
(i.e., sum of ThreadLimit for all rows) represents the
maximum number of threads that can be active
concurrently n DDIST

» The total must be less than the number of worker
threads configured for DDIST

» The default number of worker threads configured for
DDIST is 228
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Modifying System Parameters in
the STMGT/DDIST Database (Cont.)

* Guidelines for tuning DDIST priority thread |
allocation (Cont.):

— Although DDIST thread pools can be configured
around request attributes other than priority, it is
important to remember that STMGT CacheManager
thread pools are organized by priority

» Consequently, it is important to ensure that STMGT
thread pools are configured to optimally handle the
likely mix of request priorities

— During warm-start, it takes DDIST 0.83 second to
recover each active or pending request

» Consequently, for a 2000-request backlog, it takes
DDIST approximately 28 minutes to reach the end of
start monitoring and begin accepting new requests

» However, note that DDIST immediately begins to
work off its request backlog as requests are assigned
to thread pools

303

625-EMD-009
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the STMGT/DDIST Database (Cont.)

 Modifying System Parameters in the Database
Using the Storage Management Control GUI

— As previously mentioned the effects on system
functioning and performance must be considered
before modifying system parameters

— When making or requesting a change to system
parameters, the CM process at the particular site
must be followed (if applicable)

— Depending on circumstances (e.g., operator
permissions) at a particular site, it may be
necessary to request that someone else make
parameter modifications using the Storage
Management Control GUI
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the STMGT/DDIST Database (Cont.)

 Modifying System Parameters in the Database
Using the Storage Management Control GUI:
Procedure
— Click on the appropriate server type in the Server

Type Information window on the Storage Config.
tab

— Click on the appropriate server in the server
information window

— Click on the Modify Server/View Stackers button

— Enter modified data in relevant field(s) as necessary

— If service threads are to be allocated by priority,
type the desired values in the appropriate fields in
the Service Threads: Allocate by Priority window

— When new values have been entered in all fields to
be modified, click on the OK button
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Modifying System Parameters in
the STMGT/DDIST Database (Cont.)

* Modifying System Parameters in the Storage
Management and Data Distribution Database
Using ISQL

— Effects on system functioning and performance
must be considered before modifying system
parameters

— When making or requesting a change to system
parameters, the CM process at the particular site
must be followed (if applicable)

— Depending on circumstances at a particular site, it
may be necessary to request that the Database
Administrator modify database parameters
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Modifying System Parameters in
the STMGT/DDIST Database (Cont.)

* Modifying System Parameters in the Storage
Management and Data Distribution Database

Using ISQL (Cont.)

— The procedures vary somewhat depending on what
database table is to be modified

— Modifications can be made to the
DsDdAssignmentRule or
DsDdAssignmentRuleHWCI table at any time

» As described in the procedure for Modifying System
Parameters in the Storage Management and Data
Distribution Database Using ISQ

» If the Distribution Server is running when the table is
updated, the changes will take effect immediately
(i.e., any new distribution requests will be allocated
to a thread pool using the updated rules)

» Consequently, rule changes to one of the tables must
be self-consistent and are typically made within the
scope of a single Sybase transaction
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Modifying System Parameters in
the STMGT/DDIST Database (Cont.)

* Modifying System Parameters in the Storag
Management and Data Distribution Database
Using ISQL (Cont.)

— Modifications to the DsDdThreadPool table must be
made while the Distribution Server is idle

» As described in the procedure for Modifying
Parameters in the DsDdThreadPool Table Using ISQL
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 Modifying System Parameters in the Database
Using ISQL: Procedure

— Access a terminal window logged in to the
Access/Process Coordinators (APC) Server

— Log intoisql
— Specify the proper database name
— Check the current contents of the relevant table

— Update/delete/add the appropriate row(s) in the
relevant table

— Verify modifications to the database by checking
the current contents of the relevant columns in the
appropriate table

— Quit isql
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Modifying System Parameters in
the STMGT/DDIST Database (Cont.)

 Modifying Parameters in the DstThreadPoI
Table Using ISQL: Procedure

— If applicable, update the rules in the
DsDdAssignmentRule table

— If applicable, wait until all requests in the thread
pool have been completed before continuing

— Make a request to the Operations Controller/System
Administrator to stop the Distribution Server

— If applicable, use isql to set the ThreadLimit in the
DsDdThreadPool table to zero

— If applicable, modify the DsDdThreadPool table
using isql

— Make a request for a warm start of the Distribution
Server

— If applicable, use isql to delete the relevant row
from DsDdThreadPool table 312
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Troubleshooting DDIST and Order
Manager GUI Problems

* Troubleshooting:

process of identifying the source of problems
on the basis of observed trouble symptoms

313
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* Problems with data distribution can usually
be traced to...
— some part of the Data Server Subsystem
» Data Server Subsystem (DSS)
» Science Data Server
» Storage Management

— problems in other ECS subsystems, including (but
not necessarily limited to):

» Communications Subsystem (CSS)
» System Management Subsystem (MSS)
» Order Manager Subsystem (OMS)

314
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* Fault Recovery

— Each request that crosses a client/server boundary
is assigned a system-unique identifier referred to as

an RPC ID

— The RPC ID facilitates the automatic fault recovery
events that occur whenever there is a client or

server failure

— As a request propagates through the system, each
associated client/server exchange is assigned a
unique RPC ID

» The RPC ID for each interaction is derived from the
previous RPC ID received by the client for the
request; consequently, all RPC IDs associated with a
given request have a common portion that relates the
various client/server calls to one another

» Given the previous RPC ID, clients consistently
reproduce the same RPC ID that was submitted to the

server on the subsequent event 315
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Manager GUI Problems (Cont.)

* Fault Recovery (Cont.)

— The concept of reproducible RPC IDs is central to
the ECS fault recovery capability

» When requests are retried from client to server, they
are always submitted with the same RPC ID that was
used in the original submission of the request, even
if either client or server has crashed between retries

— The RPC ID is also central to the check-pointing
aspect of fault recovery

» As requests arrive at fault recovery-enabled servers,
they are recorded in a persistent store (typically a
database), tagged with the RPC ID

» As the request is serviced, check-pointing state
information may be updated in the persistent store,
up to and including the request’s completion status

» This allows the servers to resume servicing from the
last check-pointed state, particularly upon
resubmission from a client 316
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* Fault Recovery (Cont.)

— DSS and OMS components check-point the
following types of information:

» EcDsScienceDataServer - Asynchronous “acquire”
requests that have been accepted for processing and
subscription server event notifications

» EcDsHdfEosServer - None

» EcDsDistributionServer - Requests (which have been
accepted for processing)

» EcDsStArchiveServer - “Store” and “retrieve”
request state information

» EcDsStStagingDiskServer - Resource allocation and
ownership for staging disks

» EcDsStFtpServer - Request state information
» EcDsStCacheManagerServer - None
» EcDsStDTFServer - None
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* Fault Recovery (Cont.)

— DSS and OMS components check-point the
following types of information (Cont.):

» EcDsStRequestManagerServer - None

» EcOmOrderManager - Requests (which have been
submitted)

318
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* Fault Recovery: Fault Handling

— Failure events are classified according to the
following three severity levels:

» Fatal error
» Retry error
» Warning

319
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* Fault Recovery: Fault Handling (Cont.)

— Fatal error is returned when a request cannot be
serviced, even with operator intervention

» For example, if a request is made to distribute data via
ftp to a non-existent host, the request is failed

— Retry error is a potentially recoverable error

» Normally, a retry error would be returned to the client
only when the server cannot recover from the error
automatically

» A retry error may require operator assistance

» For example, the Distribution Technician would use
the DDIST GUI to manually request resumption of a
request that had been “suspended with errors”

— Warning is provided when operations can proceed
but an unexpected circumstance was detected

» For example, if a client requests removal of a file but
the file does not exist 320
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Troubleshooting DDIST and Order
Manager GUI Problems (Cont.)

* Fault Recovery: Fault Handling (Cont.)

— Transient errors (such as network errors) are
always retry errors

» In general, clients and servers that experience
transient retry errors first attempt to recover by
retrying the operation automatically

» One special case of this is “rebinding,” which refers
to the process by which a client automatically
attempts to re-establish communication with a server
in the event communication is disrupted

» The disruption may be caused by transient network
failure, or by the server crashing or being brought
down

» In any case, the client automatically attempts to
reconnect to the server for a configurable period of
time on a client-by-client basis
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* Fault Recovery: Fault Handling (Cont.)

— ECS processes encountering an error or receiving
an error from a server request can either pass the
error back to a higher-level client or present it to the
operator for operator intervention

— The specific fault handling policies for DSS and
OMS client processes are shown in the table that
follows
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DSS and OMS Fault Handling Policies

Client Process Fault Handling Policy
EcDsScienceDataServer Retry errors: Errors are retried a configurable number of times,
EcDsHdfEosServer then passed back to the calling client process unchanged. The

default retry policy for Science Data Servers is “retry forever.” For
asynchronous “acquire” requests involving subsetting, retry errors
encountered with the HDF servers are not returned to the client.
Instead, the request is queued for future execution.

Fatal errors: Errors are passed back to the calling client process.
NOTE: Errors associated with asynchronous requests are logged
but do not appear on any GUI. The Operator restarts HDF servers
manually.

EcDsDistributionServer Errors are presented to the operator via the Data Distribution
Operator GUI.

Retry errors: Errors are presented as “Suspended with Errors” and
can be resumed by the operator.

Fatal errors: Errors are presented as “Failed.” For synchronous
requests, fatal errors are also passed back to the calling client
process. For asynchronous requests, fatal errors are sent as part of
the e-mail notification.

EcDsStRequestManagerServer | Retry errors: Errors are passed back to the calling client process.
EcDsStDTFServer Fatal errors: Errors are passed back to the calling client process.
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DSS and OMS Fault Handling Policies (Cont.)

Client Process Fault Handling Policy
EcOmOrderManager Retry errors: Errors are retried a configurable number of times and
then the request status is changed to “Operator Intervention” in the
MSS database.
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* Fault Recovery: Client Crash and Restart

— When a client of a SDSRV or DDIST server crashes,
the server (i.e., EcDsScienceDataServer,
EcDsHdfEosServer, or EcDsDistributionServer)
continues to service the requests that were in
process at the time of the client’s crash

— When a client of a STMGT server (i.e.,
EcDsStArchiveServer,
EcDsStRequestManagerServer,
EcDsStCacheManagerServer,
EcDsStPullMonitorServer, EcDsStFtpServer,
EcDsStDTFServer, or EcDsStStagingDiskServer)
crashes, the requests that were in process are
cancelled by another client process and there is no
impact to the outside requester server

— The EcOmOrderManager does not care whether or
not a client crashes
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* Fault Recovery: Client Crash and Restart
(Cont.)

— When a client restarts in the ECS system, it sends a
restart notification to each server with which it
interacts

» Clients notify servers that they have come up either
“cold” or “warm”

» Generally, the notification temperature sent to the
server matches the temperature at which the client
process is restarted

» However, there are some exceptions; for example:

EcDsScienceDataServer always notifies
EcDsDistributionServer that it has performed a warm
restart

The default behavior for both EcDsHdfEosServer and
EcDsStDTFServer is to send
EcDsStRequestManagerServer cold restart

notification 326
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Manager GUI Problems (Cont.)

« Fault Recovery: Client Crash and Restart
(Cont.)

— When a client sends restart notification to the
EcDsStRequestManagerServer, the server calls a
stored procedure to clean up the old request and
staging disk (if any) created by the client, based on
whether it was a cold or warm start

» The Storage Management Servers are not directly
notified when a restart has occurred

» The Storage Management Servers respond to the
event according to the fact that a previous request
has been marked as failed and any staging disk
resources they have allocated have been released

327
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* Fault Recovery: Client Crash and Restart
(Cont.)

— Default server behavior in response to “warm”
startup notification from a client:

» Outstanding requests for the restarted clients remain
available in the persistent store

» The outstanding requests may be resubmitted by the
client, and are serviced to completion upon
resubmission

» Associated resources are left allocated until the
requests are completed
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Troubleshooting DDIST and Order
Manager GUI Problems (Cont.)

« Fault Recovery: Client Crash and Restart
(Cont.)

— Default server behavior in response to “cold”
startup notification from a client:

» All outstanding requests for the restarted client are
cancelled

» If the client resubmits any cancelled request using
the same RPC ID (e.g., by pressing the Retry button
from an operator GUI), it is failed with a fatal error
due to the client cold startup notification

» Any resources associated with the cancelled
requests are released and reclaimed by the system

329

625-EMD-009



Troubleshooting DDIST and Order
Manager GUI Problems (Cont.)

* Fault Recovery: Client Crash and Restart
(Cont.)

— The following servers have some non-standard
responses to startup notification:

» EcDsStArchiveServer

Warm Notification: Default server behavior (as
previously described)

Cold Notification: For partially completed Ingest
operations, all files stored are removed (Partial
granules are never permitted in the archive)

» EcDsStStagingDiskServer

Warm Notification: All staging disks owned by the
restarted client are retained, including temporary
staging disks

Cold Notification: All staging disks owned by the

restarted client are released
330
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« Fault Recovery: Server Crash and Restart

— When a server crashes, clients cannot continue to
submit requests for processing

— Synchronous requests in progress result in a
Distributed Computing Environment (DCE)
exception being thrown back to the client process,
which enters a rebinding failure recovery mode (as
previously mentioned)

— Attempts to submit requests while the server is
down result in the client blocking until a
communication timeout has been reached

— Although DCE has been replaced by socket-based
library calls (i.e., CCS Middleware), the DCE
exception code is handled by the CCS Middleware
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Troubleshooting DDIST and Order
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« Fault Recovery: Server Crash and Restart
(Cont.)

— When a server restarts, it may perform various
resynchronization activities in order to recover from
an unexpected termination

— In the event of a server cold start or cold restart, the
server typically cancels all outstanding requests
and reclaims all associated resources

— In general, existing request queues are retained for
warm restarts and cleared for cold starts or cold
restarts

332
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« Fault Recovery: Server Crash and Restart
(Cont.)

— EcDsScienceDataServer- and EcDsHdfEosServer-
specific activities upon start/restart:

» Warm Restart: Restart asynchronous “acquire”
requests that were in progress before the crash;
retain the queue of asynchronous “acquire”
requests; it is expected that synchronous requests
would be resubmitted by the respective senior client
applications (i.e., PRONG or INGST); send event
notifications to the Subscription Server for any
services completed before the crash for which a
subscribed event is registered but has not been sent
to the Subscription Server

» Cold Start or Cold Restart: Purge the queue of
asynchronous “acquire” requests; purge the queue
of Subscription Server Event Notifications
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« Fault Recovery: Server Crash and Restart
(Cont.)

— EcDsDistributionServer-specific activities upon
start/restart:

» Warm Restart: Request Processing is restarted from
the last check-pointed state

» Cold Start or Cold Restart: EcDsDistributionServer
deletes all (prior) request information from its
database

— EcDsStArchiveServer-specific activities upon
start/restart:

» Warm Restart: Retains existing request queues

» Cold Start or Cold Restart: For partially completed
“store” requests, the files copied into the archive are
removed; for partially completed “retrieve” requests,
the access count is decremented in the read-only
cache 334
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« Fault Recovery: Server Crash and Restart
(Cont.)

— EcDsStCacheManagerServer-specific activities
upon start/restart:

» Warm Restart: The contents of the read-only cache
are synchronized with the database; discrepancies
are logged and removed

» Cold Start or Cold Restart: All files are removed from
the read-only cache; links to files in the read-only
cache are left dangling

— EcDsStStagingDiskServer-specific activities upon
start/restart:

» Warm Restart: The set of staging disks in the
staging area is synchronized with the database;
discrepancies are logged and removed; existing
request queues are cleared

» Cold Start or Cold Restart: All staging disks are 335
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« Fault Recovery: Server Crash and Restart
(Cont.)
— EcDsStPullMonitorServer-specific activities upon
start/restart:

» Warm Restart: The contents of the Pull Area and
user request areas are synchronized with the
database; discrepancies are logged and removed

» Cold Start or Cold Restart: All files in the Pull Area
and all user request areas are removed

— EcDsStFtpServer-specific activities upon
start/restart:
» Warm Restart: Existing request queues are retained

» Cold Start or Cold Restart: Existing request queues
are cleared
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* Fault Recovery: Request Resubmission

— Upon restarting a crashed client or server, requests
are typically resubmitted

— If the restarted process was started warm, the fault-
recovery capabilities permit the server to resume
processing of the request from its last check-
pointed state

» This prevents needless repetition of potentially time-
consuming activities
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* Fault Recovery: Request Resubmission
(Cont.)

— EcDsScienceDataServer- and EcDsHdfEosServer-
specific activities upon upon resubmission of a
request:

» All requests are serviced as if they are new requests

» RPC IDs are generated automatically and
reproducibly; consequently, the Science Data Server
typically recreates the same allocation requests on a
resubmission; this can trigger special logic to handle
requests for which an allocated staging disk has
been transferred to the Data Distribution Server
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* Fault Recovery: Request Resubmission (Cont.)

— EcDsDistributionServer-specific activities upon upon
resubmission of a request:

» If previously submitted and completed, the request
status is returned based on the check-pointed request
status

» Otherwise, the client request thread is synchronized with
the worker thread actually servicing the request

— EcDsStArchiveServer-specific activities upon upon
resubmission of a request:

» The request is restored from the last check-pointed state

» For “store” requests, copies into the archive are
resumed from the last file copied

» For “retrieve” requests, the entire “retrieve” request is
reprocessed; however, files previously retrieved for the

request are, in all likelihood, still in the read-only cache
339
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* Fault Recovery: Request Resubmission (Cont.)

— EcDsStCacheManagerServer- and EcDsStFtpServer-
specific activities upon upon resubmission of a request:

» If previously submitted and completed, the request status
is returned based on the check-pointed request status

» Otherwise, the request is processed anew

— EcDsStStagingDiskServer-specific activities upon upon
resubmission of a request:

» For staging disk allocation, the results are returned to the
client if the client resubmits the allocation request under
which the disk was created

— EcDsStPullMonitorServer- and EcDsStDTFServer-
specific activities upon upon resubmission of a request:

» The resubmitted request is processed as if it were a new
request
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* Fault Recovery: Request Resubmission (Cont.)

— EcOmOrderManager-specific activities upon upon
resubmission of a request:

» EcOmOrderManager uses a different RPC ID for request
resubmission
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* Trouble Symptoms
— Review the trouble symptoms

— Check the status of relevant hosts/servers (as
necessary)

— Check log files (as necessary)
— Take action to correct the problem(s)

— If the problem cannot be identified and fixed
without help within a reasonable period of time, the
appropriate response is to call the help desk and
submit a trouble ticket in accordance with site
Problem Management policy
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 Troubleshooting table

— describes actions to be taken in response to some
common Data Distribution and Order Manager GUI
problems

— if the problem cannot be identified and fixed
without help within a reasonable period of time, call
the help desk and submit a trouble ticket in
accordance with site Problem Management policy

343
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Symptom Response

Unable to log in to any host (e.g., Check with the Operations Controller/System Administrator to
Operations Workstation, g0acs02). ensure that the host is “up."

GUI or web browser (as applicable) | Ensure that the DISPLAY variable was set properly.

not displayed when the start-up [For detailed instructions refer to the procedure for Launching the
script/command has been properly Data Distribution Operator and Storage Management Control
invoked. GUIs (previous section of this lesson).]

Error message associated with the Refer to Table 7, Data Distribution Operator GUI User Messages
Data Distribution Operator GUI. (adapted from the corresponding table in 609-CD-610-003,

Release 6B Operations Tools Manual for the ECS Project) and
Table 8, Storage Management User Messages (adapted from
DsShErrorMessages.txt and DsStErrorMessages.txt in the
/usr/ecs/MODE/CUSTOM/data/DSS directory on the DSS hosts).

Error message associated with the Refer to Table 8, Storage Management User Messages (adapted
Storage Management Control GUI. | from DsShErrorMessages.txt and DsStErrorMessages.txt in the
/usr/ecs/MODE/CUSTOM/data/DSS directory on the DSS hosts).

Error message associated with the Refer to Table 9, Order Manager GUI User Messages (adapted
Order Manager GUI. from the corresponding table in 609-CD-610-003, Release 6B
Operations Tools Manual for the ECS Project).
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Symptom Response
Request status change to 1. If a suspended request is an FtpPush request to a remote host
“Suspended with Errors,” indicating | (e.g., ftp.averstar.com), check the connection to the remote host.
a data distribution failure. [For detailed instructions refer to the procedure for Checking the
Connection to the Remote FTP Host (subsequent section of this
lesson).]

2. Ensure (e.g., using EcCsldPingServers) that it is possible to
connect to the necessary hosts and servers (listed in Table 10).
[For detailed instructions refer to the procedure for Checking
Connections to Hosts/Servers (subsequent section of this
lesson).]

3. If it is not possible to connect to any needed host(s)/server(s),
notify the Operations Controller/System Administrator to check the
hosts/servers and bring them back up if necessary.

4. If hosts/servers are all “up,” notify the Operations
Controller/System Administrator to have the STMGT servers
bounced (shut down and immediately restarted).

5. When all relevant servers are “up,” resume processing of the
suspended request.

[For detailed instructions refer to the procedure for
Suspending/Resuming Data Distribution Requests (previous
section of this lesson).]

6. If processing does not resume, refer to the procedure for
Recovering from a Data Distribution Failure (subsequent
section of this lesson).
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Symptom Response

Other problems. Check the log files (e.g., EcDsDdistGui.ALOG,
EcDsDistributionServer.ALOG,
EcDsStRequestManagerServer.ALOG,
EcDsStStagingDiskServerDIP1.ALOG) in the
/usr/ecs/MODE/CUSTOM/logs directory of the applicable host for
error messages.

[For detailed instructions refer to the procedure for Checking Log
Files (subsequent section of this lesson).]
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Hosts, Servers, Clients etc.
Relevant to DDIST and OM

HOST SERVER/CLIENT/OTHER SOFTWARE

Sun internal server (e.g., xOacs06) Distribution Server (EcDsDistribution Server)
8mm Server (EcDsSt8MMServer)

Storage Management Request Manager
(EcDsStRequestManagerServer)

Staging Disk Server (EcDsStStagingDiskServer)

Granule Deletion Process (EcDsGranuleDelete)

Science Data Server (EcDsScienceDataServer)

Science Data Server Client (EcDsScienceDataServerClient)
Subscription Server (EcSbSubServer)

Operations Workstation (e.g., Data Distribution Operator GUI (EcDsDdistGui)

x0acs02) Storage Management Control GUI (EcDsStmgtGui)
Science Data Server GUI (EcDsSdSrvGui)

Access/Process Coordinators (APC) Archive Server (EcDsStArchiveServer)

Server (e.g., x0acg01) Cache Manager Servers (EcDsStCacheManagerServer)
(including Pull Area Manager)

FTP Server (EcDsStFtpServer)

Staging Disk Server (EcDsStStagingDiskServer)
FSMS Server (e.g., x0drg01) HDF EOS Server (EcDsHdfEosServer)

Archive Server (EcDsStArchiveServer)

Cache Manager Server (EcDsStCacheManagerServer)
FTP Server (EcDsStFtpServer)

Staging Disk Server (EcDsStStagingDiskServer)
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Hosts, Servers, Clients, etc.
Relevant to DDIST and OM (Cont.)

HOST SERVER/CLIENT/OTHER SOFTWARE
Ingest Server (e.g., x0icg01) Name Server (EcCsldNameServer)
Registry Server (EcCsRegistry)
Data Pool Server (e.g., x0dps01) Order Manager GUI (EcOmGuiHomePage.pl)
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 DDIST Troubleshooting Procedures
— Checking Connections to Hosts/Servers
— Recovering from a Data Distribution Failure

— Responding to Requests that Exceed the
Distribution Request Threshold

— Checking the Request Manager Server Debug Log
— Checking the Science Data Server Log Files

— Checking the Archive Server Log Files

— Checking the Staging Disk

— Checking the Staging Disk ALOG File

— Checking the Space Available in the Staging Area
— Checking Log Files

— Checking Database Connections
349
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* Procedure (Checking Connections to
Hosts/Servers):

— Access a terminal window logged in to the
Distribution Server host (Sun internal server host)

— Change directory to the utilities directory
(/lusrlecs/IMODE/CUSTOM/utilities)

— At the command line prompt enter
EcCsldPingServers MODE

— Observe the results displayed on the screen to
determine whether connections can be made with
the necessary hosts and servers

— Ping the servers again (EcCsldPingServers MODE)

— If it is not possible to connect to any needed local
host(s)/server(s), notify the Operations
Controller/System Administrator to check the
hosts/servers and bring them back up if necessary 350
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Recovering from a Data Distribution
Failure

 Recovering from a data distribution failure

— Operator intervention may be required when there
is a data distribution fault or error (e.g., failure of
storage management to acquire granules from the
archive)

— Distribution Technician may use several sources
for troubleshooting information

» Data Distribution Operator GUI Distrib’n Requests
tab

» log files on various host machines
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Recovering from a Data Distribution
Failure (Cont.)

* Procedure
— Review the trouble symptoms

— Check for requests that exceed the distribution
request threshold

— Check the connection to the remote host (if
applicable)

— Check for an acquire failure
— Check appropriate log files as necessary
— Take action to correct the problem(s)

— Verify that distribution request processing has
resumed
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Responding to Requests that
Exceed the Dist. Request Threshold

« When a distribution request exceeds the
corresponding distribution request threshold
(e.g., FtpPushThreshold or FtpPullThreshold),
the request is suspended in DDIST with the
following error mnemonic:

— DsEDdXLargeRequest
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Responding to Requests that
Exceed the Dist. Request Threshold

* Procedure

— Record (e.g., write down) the Request ID (as
displayed on the Distrib’n Requests tab of the Data
Distribution Operator GUI) for the request that
exceeds the distribution request threshold

— Cancel the request

— Contact User Services to determine whether or not
the user’s request should be processed

— If the request should be completed, determine
whether User Services or Distribution will partition
and resubmit the request

— If the request should be completed and Distribution
should partition the request, partition and resubmit
the request
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Checking the Connection to the
Remote FTP Host

* A distribution request for FtpPush of data to a
remote host (e.g., ftp.averstar.com) shows a
status of “Suspended with Errors”

— It is suspected that it may not be possible to
connect to the remote ftp host
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Checking the Connection to the
Remote FTP Host (Cont.)

* Procedure

— Access a terminal window logged in to the
appropriate host

— Use the appropriate script to ping the remote ftp
host

— Make an anonymous ftp connection to the remote
ftp host

— Notify the remote system’s point of contact of any
problem (if applicable)

— Wait until the communication problem has been
resolved (if applicable)

— Return to Step 1 (if applicable)

— Resume the affected distribution request(s) (after
successful ftp test)
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Handling an Acquire Failure

* Procedure
— Check the Request Manager Server Debug Log
— Check the Science Data Server ALOG File
— Check the Archive Server ALOG File
— Check the Staging Disk
— Check the Staging Disk ALOG File
— Check the Space Available in the Staging Area
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Checking Log Files

* Log files can provide indications of the
following types of problems:

— DDIST- or STMGT-related problems
— Communication problems

— Database problems

— Lack of disk space
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Checking Log Files (Cont.)

* Procedure

— Access a terminal window logged in to the
appropriate host

— Change directory to the directory containing the
data distribution log files

» lusr/ecs/MODE/CUSTOM/logs
— Review log file to identify problems
— Respond to problems
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Checking Database Connections

« Storage management/data distribution shared
database

— Repository of data concerning data distribution
requests

— If applications are unable to connect to the
database, the data distribution request data cannot
be retrieved or displayed on the GUI

— Checking the database connections is a logical step
in trying to isolate the following types of problems:

» GUI does not display data
» Display does not refresh
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Checking Database Connections

* Procedure

— Submit a request to the Database Administrator to
identify the values for the following parameters
associated with the EcDsDistributionServer:

» DBName
» DBServer
» DBMaxConnections

— Use the interactive structured query language (isql)
sp_who command to obtain a list of connections

— Use the isqgl sp_configure command to obtain a list
of the number of connections for which the
database has been configured

— Compare the number of actual connections (results
of sp_who) with the number of connections for
which the database has been configured (results of
sp_configure "user connections™)

— Notify the Database Administrator of problems 361
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PDS Operations

* Operator Tools
— PDS Operator Interface (PDSOI)
— PDSIS Operator Interface (PDSIS Ol)
— PDS Job Monitor

— Rimage CD Production Software
» Data Publisher
» Production Server

— PDS Quality Check GUI

— PDS Maintenance Module
— PDSIS Maintenance Module
— PDS Cleanup Manager

— PDSIS Cleanup Manager
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PDS Operations (Cont.)

 PDS Operator Interface (PDSOI)

— Started up using either a shell script
(pdsoi_prod.sh) or using an alias (pdsoi)

— Script makes a connection to the Oracle database

» Connection is made using the Oracle SQL*Net
communication mechanism

— Script ensures that all operators log on to Oracle
with the same usercode and password

— Usercode has privileges against only those tables
used specifically by PDS

» Any data needed to produce the product is included
in the accessible tables

— Generates several reports dealing with order status
and jewel-case inserts
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PDS Operations (Cont.)

 PDS Operator Interface (PDSOI) (Cont.)

— Communications between the Ol module and the
product generation code are handled via ASCII files

» Ol module generates appropriate ASCIl parameter
files

— PDSOIl module looks for returning ASCII files from
the product generation code on a timed basis and
processes them appropriately

— Source data needed to produce a customer's
request can come from several sources

» Might come from offline media that is mounted by an
operator, from a mass storage device, or from some
value-added processing system

» In the ECS implementation of PDS the data are
retrieved from local disks where PDSIS will have had
ECS stage the data
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PDS Operations (Cont.)

 PDS Operator Interface (PDSOI) (Cont.)

— PDS back end consists of a set of production
modules

» Production module (PM) is a piece of software that
generates products for one particular product line

» For example, if the PDS operator activates an order
with a product code of G001, the Ol invokes the
corresponding production module (e.g.,
“genericout”), which in turn generates the media to
ship to the customer

» PMs and Ol communicate through status files that
allow the back end to indicate either a success or
failure to the front end

» For the ECS implementation, only one generic
production module (i.e., “genericout”) was used
initially
» Some additional production modules have been
developed 365
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PDS Operations (Cont.)

 PDS Operator Interface (PDSOI) (Cont.)

— Product generation code within PDS generates
customer products on magnetic tape or recordable
optical media (could just as well prepare them for
FTP delivery)

— Product generation software is started (via a top-
level PDS process called "PDSTOP") by a system
call from the PDSOI when a job is activated

» A production parameter file (PPF) is created in the
$PDSROOT directory for the current PDS user ID

» File name is <order number>_<first unit number>.ppf
(for example: 0110101310123_00001.ppf)
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 PDS Operator Interface (PDSOI) (Cont.)

— Each product generation module generates an
order status file for passing back to the Ol

— File is named <Ol ID>_<PPF KEY>.status (e.g.,
PDS1_test_0110101310123_00001.status) and is
placed within the $PDSROOT/status directory after
product completion

— The OI ID in the status file name is composed of...
» PDS Machine name
» underscore
» Console ID

— PPF Key is made up of...
» order number
» underscore

» zero-padded unit number 367
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PDS Operations (Cont.)

 PDS Operator Interface (PDSOI) (Cont.)

— There is one record per line in the status file for
each unit that was produced in the specified job run

» Each line has the format
|[<KORDNUM?>|<unit>|<status>|<media_id>|<ncopies>|1
| where ORDNUM is the order number from the
PDT_PDSINFO table, unit is the unit processed,
status is the resulting status of the unit, media_id is
the unique media identification number, and ncopies
is the number of copies produced for the media_id

» Lines in the status file are sorted by media_id

— Relevant instance of PDSOI picks up the status files
that pertain to the Ol ID of that instance and
determines the status of the units

» ‘F’ for units that are successfully produced

» ‘G’ for units that had errors
368

625-EMD-009



PDS Operations (Cont.)

 PDS Operator Interface (PDSOI) (Cont.)

— If the output product is CD or DVD, the PDS
generation software creates a label on the CD or
DVD itself

— For an 8mm or DLT product the PDS generation
software creates a label file that is sent to a label
printer

369
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PDS Operations (Cont.)

 PDSIS Operator Interface (PDSIS Ol)

— Used in communicating with the PDSIS database
— One of the principal uses of the PDSIS Ol is
marking a job shipped

» When the media have been produced, verified, and
assembled with the packing lists and shipping labels

— Another use is investigating the status of orders
outside of PDSSA

— Started up using either a shell script
(pdsisoi_mode.sh) or an alias (pdsisoi)

— Script makes a connection to the Oracle database

» Ensures that all operators log on to Oracle with the
same usercode and password

» Usercode has privileges against only those tables
used specifically in PDS operations
370
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PDS Operations (Cont.)

« PDS Job Monitor

— Intended to be used as a complement to the PDSOI

— Lists the PDS jobs that are currently being processed
by the production modules and indicates the specific
stage of processing that each running job has
reached

» On request it displays the job log or the production
parameter file (.ppf) file for any running job

— Displays information about available disk space and
workload on the Rimage CD generation systems

— Can be used in verifying consistency between the jobs
that the PDS Operator Interface reports as being
active and the jobs that actually are active

» For instance, if the PDS machine crashes and is brought
back up, after the Operator Interface window is started,
all jobs that were active at the crash will be shown in an
active state (although none are actually running) 371
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 Rimage CD Production Software
— Data Publisher
— Production Server

372
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PDS Operations (Cont.)

 Rimage CD Production Software (Cont.)

— Data Publisher

» Runs on the Rimage PC

» Watches the PDS job control directory (i.e.,
/Ipdssal/rimage_jobcontrol) on the PDSSA RAID
looking for files to be transferred to the Rimage PC

» PDS job control directory is mapped to a network
drive on the Rimage PC

» Files are identified by a “.ORD” extension to the
filename

» “.ORD” extension indicates that the data are ready to
be transferred

» Transfers the data via ftp to a hard disk drive on the
Rimage PC, updates the Rimage PowerTools log file
(also located in the job control directory), and
changes the “.ORD” extension to a “.dn0” extension
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PDS Operations (Cont.)

 Rimage CD Production Software (Cont.)

— Data Publisher (Cont.)

» Updates the PowerTools log file when the production
is complete, which in turn places the order in QC-
HOLD on PDSOI

» Then PDS prints summaries and jewel-case inserts

— Production Server
» Runs on the Rimage PC

» Does an initial hardware check on the Rimage
CD/DVD burners, internal printer and the media
carousel

» Produces the media (writing the data to disk) after
Data Publisher has transferred the data (via ftp) onto
one of the Rimage PC hard disk drives (e.g., the E:
drive)
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PDS Operations (Cont.)

« PDS Quality Check GUI

— Provides a means of selecting a verification drive
for checking a disk or tape when performing a QC
check

— Reads the directories on the disk or tape and
creates a listing that can be printed

» Verification report indicates whether the data have
been recorded on the disk or tape
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« PDS Maintenance Module

— Contains Oracle Forms, which are used to look at
and update the data within the database used by
the PDSOI

» Access to the forms is normally restricted to lead
operators

— UNIX script is used for starting up the PDS
Maintenance Module

» Script is in the $PDSROOT/run directory (e.g.,
/data1/pds_it/run)

» Script is named pdsmaint_mode.sh (e.g.,
pdsmaint_it.sh) and has an alias set to "pds_maint”

» Operator just has to type "pds_maint"” to bring up the
PDS Maintenance login window
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PDS Operations (Cont.)

 PDS Maintenance Module (Cont.)

— Support maintenance for the PDS Maintenance
Module requires an Oracle usercode and password
that are different from those used to run the PDSOI
module

» Additional level of security is intended to prevent
unauthorized personnel from modifying the
maintenance tables or performing functions that
require advanced training and knowledge

— Like the PDSOI the maintenance module resides on
the PDS machine

377
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 PDSIS Maintenance Module

— Contains Oracle Forms, which are used to look at
and update the data within the database tables used
by the PDSIS Ol

» Access to the forms is normally restricted to lead
operators

— UNIX script is used for starting up the PDSIS
Maintenance Module

» Script is in the $PDSROOT/run directory (e.g.,
lusr/local/pds_it/run or /data1/pds_it/run)

» Script is named pdsismaint_mode.sh (e.g.,
pdsismaint_it.sh) and has an alias set to
"pdsismaint”

» Operator just has to type "pdsismaint” to bring up
the PDSIS Maintenance login window
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PDS Operations (Cont.)

* PDSIS Maintenance Module (Cont.)

— Support maintenance for the PDSIS Maintenance
Module requires an Oracle usercode and password
that are different from those used to run the PDSIS
Ol module

» Additional level of security is intended to prevent
unauthorized personnel from modifying the
maintenance tables or performing functions that
require advanced training and knowledge

— Like the PDS Maintenance Module the PDSIS
Maintenance Module resides on the PDS machine

379

625-EMD-009
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 PDS and PDSIS Cleanup Managers

— The large number of files generated by PDSIS and
PDSSA activities would overwhelm the system if
some of the files were not removed from the
working directories on a fairly frequent basis

» However, some files may be needed for some period
of time to permit troubleshooting and recovery of
jobs in case of problems

— PDS Cleanup Manager and PDSIS Cleanup Manager
are GUIs that are used for specifying file cleanup
strategies for PDSSA files or PDSIS files:

— PDSSA — PDSIS
» Summary files » Product request files
» Log files » Product result files
» Status files » Socket log files

» Label files
380
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PDS Operations (Cont.)

 PDS and PDSIS Cleanup Managers (Cont.) |

— Generate or modify Bourne shell scripts (i.e.,
cleanup.sh and pdsiscleanup.sh) that implement
the file cleanup strategies

— May modify the crontab file to adjust the time
intervals for deletion or archiving of files

— Are not used very often, especially after a
manageable retention period has been determined
for PDS files and has been implemented through
the cleanup scripts and crontab file
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Starting Up PDS

 PDS Start-Up Activities

— Starting up PDS involves starting the following
processes:

» Starting the PDSIS Server and PDSIS Cron
» Starting the PDS Cron

» PDS Operator Interface (PDSOI)

» PDSIS Operator Interface (PDSIS Ol)

» PDS Job Monitor

» Rimage CD Production Software (Data Publisher and
Production Server)

» PDS Quality Check GUI
» PDS Maintenance Module (as needed)
» PDSIS Maintenance Module (as needed)
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Starting Up PDS (Cont.)

* It is generally good practice to use mulitiple
workspaces in PDS operations (due to the
large number of GUIs

— PDSIS workspace:
» PDSIS Ol

» PDSIS Maintenance Module (when necessary)
— PDSSA workspace:

» PDSOI

» PDS Job Monitor

» PDS Quality Check GUI

» PDS Maintenance Module (when necessary)
— DDIST workspace:

» Data Distribution Operator GUI
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Starting Up PDS (Cont.)

« Starting the PDSIS Server and PDSIS Cron:
Procedure

NOTE: A PDSIS user ID (e.g., pdsis, pdsis_ts1,
pdsis_ts2) is used in this procedure

— Access a terminal window logged in to the PDS
Server host using the appropriate PDSIS user ID for
the operating mode

— Type ps -ef | grep userID then press Return/Enter
— Type cd path

— Type the command to start the PDSIS Server (if
applicable)

— Type the command to start the PDSIS Cron jobs (if
applicable)

— Verify that the crons were started (if applicable)
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Starting Up PDS (Cont.)

« Starting the PDS Cron: Procedure

NOTE: A PDS userID (e.g., pds, pds_st, pds _it) is
used in this procedure

— Access a terminal window logged in to the PDS
Server host using the appropriate PDS user ID for
the operating mode

— Type cd path
— Type the command to start the PDS Cron jobs
— Verify that the crons were started
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Starting Up PDS (Cont.)

« Starting the PDS Operator Interface (PDSOI):
Procedure

— Access a terminal window logged in to the PDS
Server host

— Type pdsoi

— Select the PDS machine

— Type the appropriate console ID

— Specify job selection criteria

— Click on the Execute button

— Set timer intervals [separate procedure]
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PDS Operator Interface (PDSOI):
Startup Window
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Record: 111 Insert
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PDSOI: Selection Criteria Screen

PDS PD51 _test
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NABAS EARTH SCIENCE ENTERPISE

PDSOI: Querying Database Notice
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PDSOI: Main Ol Screen
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Starting Up PDS (Cont.)

« Starting the PDSIS Operator Interface (PDSIS
Ol): Procedure

— At the UNIX command line prompt type cd then
press Return/Enter

» The alias cd changes the current directory to the
PDS root directory for the PDS user ID of the log-in

— Type pdsisoi
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PDSIS Operator Interface =
(PDSIS OIl) Main Screen
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Starting Up PDS (Cont.)

« Starting the PDS Job Monitor

— The PDS Job Monitor Main Window is intended to
run continually in conjunction with the PDS Main Ol
Screen

— Hypothetically, there is no limit to the number of
PDS Job Monitors that can be running at once

» However, since the application consumes a small
amount of resources, care should be taken to not run
multiple instances excessively
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Starting Up PDS (Cont.)

« Starting the PDS Job Monitor: Procedure

— At the UNIX command line prompt type cd then
press Return/Enter

» The alias cd changes the current directory to the
PDS root directory for the PDS user ID of the log-in

— Type cd jobmon
— Type jobmonitor &
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Job Monitor Main Window

PDS Job Monitor
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Starting Up PDS (Cont.)

« Starting the Rimage CD Production Software

— The following Rimage CD production software
programs have to be started on the Rimage
personal computer (PC):

» Data Publisher
» Production Server

397
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Starting Up PDS (Cont.)

« Starting the Rimage CD Production Softwar
(Cont.)

— A Network File System (NFS) mount is needed in
order to see the job control directory (e.g.,
/[pdssal/rimage_jobcontrol) on the PDS system

» When the Windows NT system for the Rimage PC is
set up, the PDS job control directory on the PDS
Server host (e.g., x0dig06) is typically mapped to the
PC’s Z: drive

» Data Publisher watches the job control directory
looking for order files that describe data to be
transferred (so they can be written to disk)

» The order files are identified by a “.ORD” extension,
which indicates that data are ready to be transferred

» Data Publisher transfers the data (i.e., image files) via
ftp from PDSSA to the “CD-R_Images” folder
(directory) on one of the Rimage PC hard disk drives
(e.g., the E: drive) and changes the “.ORD” extension 398
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Starting Up PDS (Cont.)

« Starting the Rimage CD Production Software:
Procedure

— Double-click on the Data Publisher icon on the PC
desktop

— Double-click on the Production Server icon on the
PC desktop

» The Production Server does an initial hardware check
on the Rimage CD/DVD burners, internal printer and
the media carousel

— Click on the Start button in the Production Server
window

399
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Starting Up PDS (Cont.)

« Starting the PDS Quality Check GUI:
Procedure

— At the UNIX command line prompt type cd
$PDSROOT/run/verify then press Return/Enter

» Change the current directory to the PDS root
directory “verify” subdirectory for the PDS user ID of
the log-in

— Type EcPdSaQCGui &
— Check the printer selection and print options

— Modify the printer selection and print options if
necessary

400
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PDS Quality Check GUI

PDS Quality Checl
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Starting Up PDS (Cont.)

« Starting the PDS Maintenance Module:
Procedure

— At the UNIX command line prompt type cd then
press Return/Enter

» The alias cd changes the current directory to the
PDS root directory for the PDS user ID of the log-in

— Type pds_maint
— Enter userID in the Username field of the PDS
Maintenance Module Login Screen

— Enter Password in the Password field of the PDS
Maintenance Module Login Screen

» It is not necessary to fill in the Database field on the
PDS Maintenance Module Login Screen; it defaults to
the correct database if left blank

— Click on the Connect button 402
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PDS Maintenance Module:
Login Screen

— Logon

Username: [

Password:

Database:

Cunnectl Cancel |
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PDS Maintenance Module:
Main Menu

EARTH PROBES

PDSMNMSM 2001/03/05 |
PDS Main Menu
Maintenance Modules Miscellaneous Modules
Lookups Machine ParametertJob Limits
Product Code Descriptions PDSINFQ Jobs Table
Product Media Descriptions PDSIMFO Work Table
Status Code Descriptions Guery Only PDSINFQ
Printers Mass Update Pdsinfo
PPF Definitions ReStage Job
Jewel Cases
Exit
[Record: 111 Insert 404
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Starting Up PDS (Cont.)

« Starting the PDSIS Maintenance Module:
Procedure

— At the UNIX command line prompt type cd then
press Return/Enter

» The alias cd changes the current directory to the
PDS root directory for the PDS user ID of the log-in

— Type pdsismaint

— Enter userID in the Username field of the PDSIS
Maintenance Module Login Screen

— Enter Password in the Password field of the PDSIS
Maintenance Module Login Screen

» It is not necessary to fill in the Database field on the
PDSIS Maintenance Module Login Screen; it defaults
to the correct database if left blank

— Click on the Connect button 405
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PDSIS Maintenance Module:
Main Menu

|

PDSISMTMNU 1.0 PDSIS 03-APR-2001
|  PDSISOrders | ODL Lookup |
PDSIS Units | Outspec Info |
PDSIS Address | Prod Code Info |
Server Config | Lookups |
Exit |
|Flecord: 141 Insert
406
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Shutting Down PDS

* PDS Shutdown Activities

— Shutting down PDS involves shutting down the
following processes:

»

»

»

»

»

»

»

»

PDS Maintenance Module
PDS Job Monitor

PDS Operator Interface (PDSOI)

Rimage CD Production Software (Data Publisher and
Production Server)

PDS Quality Check GUI

PDSIS Maintenance Module

PDSIS Operator Interface (PDSIS Ol)
PDSIS Server (if necessary)
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Shutting Down PDS (Cont.)

« Shutting Down the PDS Maintenance Module:
Procedure

— If one of the maintenance modules is being
displayed, click on the Exit button at the bottom of
the window

— If a dialogue box is displayed with a message
requesting whether changes made to the data on
the form should be saved, click on the Yes button

— Click on the Exit button at the bottom of the PDS
Maintenance Module Main Menu window
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Shutting Down PDS (Cont.)

« Shutting Down the PDS Job Monitor:
Procedure

— Click on the Exit button at the bottom of the Job
Monitor Main Window

409
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Shutting Down PDS (Cont.)

« Shutting Down the PDS Operator Interface
(PDSOI): Procedure

— Select Shutdown — Stop All Jobs from the puli-
down menu

— Click on the Yes button on the Shutdown
Confirmation dialogue box

410
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PDSOI: Shutdown Confirmation

— Forms

€ Are you sure you want to shutdown the system?

Yes ‘ Cancel| |

411
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Shutting Down PDS (Cont.)

« Shutting Down the Rimage CD production
software: Procedure

— Click on the X in the box at the upper right-hand
corner of the Rimage Production Server window

— Click on the X in the box at the upper right-hand
corner of the Rimage Data Publisher window
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Shutting Down PDS (Cont.)

LARTH DUSTRVING SYSTEM

« Shutting Down the PDS Quality Check GUI:
Procedure

— Select File —» Exit from the pull-down menu on the
PDS Quality Check GUI
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Shutting Down PDS (Cont.)

« Shutting Down the PDSIS Maintenance
Module: Procedure

— If one of the maintenance modules is being
displayed, click on the Exit button at the bottom of
the window

— If a dialogue box is displayed with a message
requesting whether changes made to the data on
the form should be saved, click on the Yes button

— Click on the Exit button at the bottom of the PDSIS
Maintenance Module Main Menu window
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Shutting Down PDS (Cont.)

LARTH DUSTRVING SYSTEM

« Shutting Down the PDSIS Operator Interface
(PDSIS Ol): Procedure

— Select Action —» Shutdown from the pull-down
menu

415
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Shutting Down PDS (Cont.)

« Shutting down the PDSIS Server: Procedure

NOTE: A PDSIS user ID (e.g., pdsis, pdsis_ts1,
pdsis_ts2) is used in this procedure

— Access a terminal window logged in to the PDS
Server host using the appropriate PDSIS user ID for
the operating mode

— Type ps -ef | grep java | grep useriD then press
Return/Enter

— Type kill -15 processID then press the
Return/Enter key

— Verify that the PDSIS Server is no longer running
(type ps -ef | grep java | grep userID then press
Return/Enter)
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Monitoring/Controlling Product
Processing Using PDS

 PDSSA Monitoring Activities

— Monitoring/controlling product processing using
PDS (PDSSA) involves the following activities
(among others):

» Determining the status of a job and/or taking action
with respect to a job (using the Main Ol Screen)

» Determining the status of units associated with a
particularglob or taking action with respect to units
associated with a particular job (using the Ol Detail
Screen)

» Activating a job

» Stopping a job [suspending a job] using the Main Ol
Screen display

» Terminating a job using the Job Monitor Main
Window

» Responding to a status of QC-Hold (performing a QC
check or verification)

» Completing a job

417
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

 PDSSA Monitoring Activities (Cont.)

— Monitoring/controlling product processing using
PDS involves the following activities (among
others) (Cont.):

» Entering notes about a job
» Promoting a job
» Generating PDS production reports

418
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

 PDSSA Monitoring Activities (Cont.):
Main Ol Screen

— Action Button [not labeled]

» Allows access to a list of actions that can be taken
with respect to the job

— Job Stopped [not labeled]

» "STOP" is displayed in the field if the job has been
stopped

— Job Key

» Unique label for the job composed of the order
number, an underscore and a zero-padded unit
number of the first unit of the job

— To_Do Units

» Number of units left in the job in either a pending,
active or QC_hold state
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

 PDSSA Monitoring Activities (Cont.):
Main Ol Screen (Cont.)
— Pri

» Priority of the job from 1 to 9, with "1" the highest
priority

— Product Media
» The pds_description of the output specifications
— Project Id

» An optional field that indicates whether there is a
particular project associated with the job

— Due Date
» Date that the order is due to the customer
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

 PDSSA Monitoring Activities (Cont.):
Main Ol Screen (Cont.)

— Copy Flag

» An “*” is displayed if the total number of copies does
not equal the total number of units (Used if multiple
copies are needed for a specific unit)

— Product Code
» The pds_description of the product code
— Note
» An “*” is displayed if there is a current note for the
job
— Job Status
» Status of the job

421

625-EMD-009



PDSOI: Main Ol Screen
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

 PDSSA Monitoring Activities (Cont.):
Ol Detail Screen (for the selected individual
PDS job)
— Job Key

» The dynamically generated identifier tying the units
in the job together

— Copies
» Number of copies the customer wants for each unit
— Pri
» Priority code for the job
— Product Media
» PDS's description of the output specifications
— Due Date

» Date that the job needs to be delivered to the
customer 423
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

 PDSSA Monitoring Activities (Cont.):
Ol Detail Screen (for the selected individual
PDS job) (Cont.)
— Product Code
» PDS's description of the product code

« Monitoring/Controlling Product Processing
Using PDS (Cont.): Ol Detail Screen (for each
unit within the selected PDS job)

— "Select"” button [not labeled].

» Used for selecting or deselecting each individual unit
to which an action (e.g., "Activate") will be applied.

— Unit #
» Unit number
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

 PDSSA Monitoring Activities (Cont.):
Ol Detail Screen (for each unit within the
selected PDS job)
— Status
» PDS's description of the status

— PPF Key

» Blank if the unit is in pending status; otherwise the
PPF Key for the unit is displayed

» Ties to the .ppf file used during the product
generation process

» Composed of the order number, an underscore and
the zero-padded unit number

— ECS Order ID

» ECS Order Id (blank if there is no ECS Order ID in the
PDT_PDSINFO table)
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

 PDSSA Monitoring Activities (Cont.):
Ol Detail Screen (for each unit within the
selected PDS job)

— Source Data Path

» Location of the source data needed to produce the
customer's product

» Could be either a media storage identifier in the
digital archive or a storage location on a mass media
device or a location on a remote machine
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PDSOI: Ol Detail Screen
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

 PDSSA Monitoring Activities (Cont.):
Job Monitor Main Window

— Running Jobs
» Job Key
» Type [of product]

» Stage [what the job is currently doing (if the
information is available)]
— Assembly Disk Usage

» Graphical displays of the free space remaining on the
PDS assembly and ftp staging disks

» Intended to give the operator advance warning when
one (or more) of the disks is running low on available

space
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

- PDSSA MonitoringNActivities (Cont.):
Job Monitor Main Window (Cont.)

— Rimage Pending Orders

» Displays how many orders are pending on the
Rimage systems (how many CD images are waiting
to be pulled over to the Rimage system; not the
number of jobs that are actually active on the Rimage

itself)

» Displays whether PDS's AutoRimage mode is
enabled or disabled

* Monitoring/Controlling Product Processin?
Using PDS (Cont.): PDS Quality Check GU

— Drives available for or in use performing verification
of disks and tapes
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MABAS EANTH SCIENCE ENTERPSSE
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PDS Quality Check GUI

PDS Quality Checl

cD

Dirive 1 Dirive 1 Dirive 1 | Dirive 1 |
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

« Monitoring/Controlling Product Processing
Using PDS: Procedure

— Set timer intervals (subordinate procedure) as
necessary

— Observe information displayed on the Main Ol
Screen

— Specify job selection criteria (subordinate
procedure) as necessary

— Use the Ol Detail Screen (subordinate procedure) as
necessary

— Observe information displayed on the Main Ol
Screen and Job Monitor Main Window

— Perform subordinate procedures as necessary

— Repeat preceding steps as necessary to

monitor/control jobs 432
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

. MonitoringlControIIing Product Processing
Using PDS: Subordinate Procedures

— Setting Timer Intervals (to set the amount of time
between refresh events for the Ol Main Screen
and/or the amount of time between episodes of
processing the status files from the product
generation code)

— Specifying Job Selection Criteria (to specify the
selection and sorting criteria for jobs to be
displayed on the Ol Main Screen;

— Using the Ol Detail Screen (to determine the status
of units associated with a particular job or take
action with respect to units associated with a
particular job)

— Activating a Job (to activate a job)

— Stopping a Job Using the Main Ol Screen Display
(to suspend processing of a job)
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

. MonitoringlControIIing Product Processing
Using PDS: Subordinate Procedures (Cont.)

— Terminating a Job Using the Job Monitor Main
Window (to halt processing of a job, typically in
preparation for returning it to a “Pending” status)

— Responding to a Status of QC-Hold (Performing a
QC Check or Verification) (to perform a QC check or
media verification)

— Completing a Job (to complete a job after a QC
check)

— Entering Notes about a Job (to enter comments or
notes about a job)

— Promoting a Job (to process a job ahead of other
jobs)

— Canceling a Job (not supported by the operator
tools)

— Generating PDS Production Reports (to generate 4aa
PDS reports)
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

* Monitoring/Controlling Product Processing
Using PDS: Subordinate Procedures (Cont.)

— Selecting an Alternate Printer (to select an alternate
printer for printing reports or jewel-case inserts)

— Troubleshooting PDS Problems (to troubleshoot
problems/failures affecting product processing)

435

625-EMD-009



Monitoring/Controlling Product
Processing Using PDS (Cont.)

« Setting Timer Intervals

— Two timers can be set:

» Refresh Timer [amount of time (in minutes) between
refresh events for the Ol Main Screen]

» Status Timer [amount of time (in minutes) between
episodes of processing the status files from the
product generation code]

— Timer changes do not affect the default values for
the timers

— The changed values are in effect until they are
changed again or a shutdown occurs

— The default values in the database are used each
time the Ol is started up
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

« Setting Timer Intervals: Procedure

— Select Display — Timers from the pull-down menu
on the Main Ol Screen

— To change the refresh timer setting type the desired
value (in minutes) in the Refresh Timer field

— To change the status timer setting type the desired
value (in minutes) in the Status Timer field

— Click on the Return button

— Return to the procedure for Monitoring/Controlling
Product Processing Using PDS
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PDSOI: Set Timer Intervals
Dialog Box

Set Timer Intervals

Befresh Timer IIIB Hinutes
Status Timer |1 Hinutes

Return |
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

« Specifying Job Selection Criteria

— Jobs to be displayed on the Main Ol Screen can be
selected and/or sorted using the PDSOI Selection
Criteria Screen

— Selection can be done on the basis of the following
criteria, either individually or in combination:

» Priority

» Product Media [type]
» Due Date

» Product Code
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

« Specifying Job Selection Criteria (Cont.)

— Jobs can be sorted on the following fields, either
individually or in combination:

» Job Key

» Priority

» Job Status

» Product Media
» Project Id

» Product Code
» Due Date
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

« Specifying Job Selection Criteria: Procedure

— Select Display — Data/Sort from the pull-down
menu on the Main Ol Screen

— Choose selection criteria
— Assign sorting order for sorting criteria
— Click on the Execute button

— Return to the procedure for Monitoring/Controlling
Product Processing Using PDS
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

* Using the Ol Detail Screen

— Provides a means of accomplishing the following
objectives:

» Obtaining specific information with respect to units
associated with a particular job

» Taking action with respect to units associated with a
particular job

— It is recommended that the operator not stay in the
Detail window for long periods of time because the
processing initiated by the Main screen timers will
not occur while the Detail window is open

— If the Detail window is left open for a long time, the
amount of processing that might occur when the
Detail window was closed could be extensive and
might cause the Main screen to be inactive for quite
a period of time
443
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

« Using the Ol Detail Screen: Procedure

— Click on the action button at the beginning of the
job line for the relevant job on the Main Ol Screen

— Select (highlight) Detail in the Action List box
— Click on the OK button

— Observe information displayed on the Ol Detail
Screen

— Select a unit for the application of an action if
necessary

— To activate unit(s), click on the Activate button

— To complete unit(s) [e.g., the unit(s) has (have)
passed the QC check] click on the Complete button

— To stop the job (that includes the units) select Stop
Job from the pull-down menu

— Repeat steps as necessary 444
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PDSOI: Action List Box
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

e Sorting Units

— Units displayed on the Ol Detail Screen can be
sorted using the Sort Dialogue Box

— Sorting can be done on the basis of the following
criteria, either individually or in combination:

» Unit Nbr [number] (default sort preference that is
used whenever the Ol Detail Screen is opened)

» Unit Status
» PPF Key
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

« Sorting Units: Procedure

— Select Display — Sort from the pull-down menu on
the Ol Detail Screen

— Assign sorting order for sorting criteria
— Click on the Execute button

— Return to the procedure for Using the Ol Detail
Screen
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PDSOIl: Sort Dialogue Box

Sort By
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

« Selecting Multiple Units: Procedure

— Select Select - Range from the pull-down menu on
the Ol Detail Screen

— Type the unit number of the first unit in the range of
units to be selected in the Begin Unit field

— Type the unit number of the last unit in the range of
units to be selected in the End Unit field

— Click on the Select Units button

— Return to the procedure for Using the Ol Detail
Screen
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PDSOI: Range Dialogue Box

Range Selection

Begin Unit |1 End Unit I‘i

Return Select Units |
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

« Activating a Job

— The Main Ol Screen provides a means of activating
jobs that are in a Pending status

— The Activate option is available just once for each
job
— If it is necessary to reactivate the same job, the

activation must be done at the detail level, which is
accomplished using the Ol Detail Screen

— The Media Drive Selection window provides a
means of designating the drive (i.e., tape drive or
CD writer) to be used for a job

— After the job has retrieved all data for the product
the Media Drive Selection window is displayed until
the Distribution Technician selects a device for
writing the data
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

« Activating a Job (Cont.)

— The Media Drive Selection window is not displayed
for Rimage units if AutoRimage mode has been
enabled

» AutoRimage may be enabled on systems that have
multiple Rimage units only

» It should be disabled at sites that have a single
Rimage unit
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

« Activating a Job: Procedure

— If the job to be activated is a large job, determine
whether all units for the order are included in the
pending job displayed on the PDS Main Ol Screen

» Refer to the procedure for Comparing the Number of
Units in an Order and a Job

— Click on the action button at the beginning of the
job line for the relevant job (on the Main Ol Screen)

— Select (highlight) Activate in the Action List box
— Click on the OK button

— If the job is a CD or DVD job, ensure that the input
bins of the Rimage unit contain blank disks

— If the data are to be recorded on a tape, ensure that
there is a blank tape in the drive (if applicable)
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

« Activating a Job: Procedure (Cont.)

— If the data are to be recorded on a tape, wait for the
drive to come on line

— In the Media Drive Selection window click on
(highlight) the drive (i.e., tape drive or CD writer) to
be used for the job

— Click on the OK button

— Return to the procedure for Monitoring/Controlling
Product Processing Using PDS
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Media Drive Selection Window

Media Drive Selection Window
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

« Comparing the Number of Units in an Order
and a Job

— The procedure may be performed as part of the
procedure for Activating a Job

— Purpose

» Determine whether all units for a large order are
included in a pending job that is displayed on the
PDS Main Ol Screen

» Decide whether to activate the job or wait until the
data for more or all units in the order become
available
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

« Comparing the Number of Units in an Order
and a Job (Cont.)

— Involves a comparison between the number of units
in the order on the PDSIS Ol Detail Screen and the
number of units specified on the Main Ol Screen

» If the number of units in the PDSIS order were greater
than the number of units in the corresponding
PDSSA job and the job was activated, only the units
that were accessible to PDSSA would be copied to
the specified medium

» Depending on the circumstances (including DAAC
policy) activating part of an order may be acceptable

» However, for high-capacity media types such as DLT,
activation of a partial job could be a very inefficient
use of the media
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

« Comparing the Number of Units in an Order
and a Job (Cont.)

— Discrepancies in the number of units in an order
and the number of units in the corresponding job
are generally due to PDSIS data “grouping” (also
known as “chunking”)

— Possible grouping factors (only one is in effect at a
time):

» Granule size
» Group limits
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

« Comparing the Number of Units in an Order
and a Job (Cont.)

— Granule Size

» PDSIS makes a chunk of a large order available to
PDSSA after a specified number of megabytes of
data have been received from ECS

» Granule size limit is specified in the group_data_size
column of the pdsis_serverconfig tbl database table

» If the total size of an order is smaller than the granule
size limit, granule-size grouping is irrelevant for that
order
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

« Comparing the Number of Units in an Order
and a Job (Cont.)

— Group Limits

» PDSIS makes a chunk of an order available to PDSSA
when a specified number of units has been received
from ECS

» The number of units is specified in the
group_unit_size column of the
pdsis_serverconfig_tbl database table

» If the value is NULL, all units are made available to
PDSSA only after all unit data have been staged by
ECS

» If the total number of units in an order is less than
the group limit, group-limit grouping is irrelevant for
that order
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

« Comparing the Number of Units in an Order
and a Job (Cont.)

— The grouping factor in use is specified by the value
in the grouping_config column of the
pdsis_serverconfig_tbl database table

— Valid grouping values for the
pdsis_serverconfig_tbl are as follows:

» S = “granule size” grouping
» G = “group limits” grouping
— To determine the current grouping factor use the

procedure for Determining the Current Grouping
Factor

— The grouping factor is relevant for orders that are
larger than the value assigned to the current
grouping factor only
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

« Comparing the Number of Units in an Order
and a Job: Procedure

— Activate the PDSIS Ol Detail Screen for the order to
be filled

— Scroll to the bottom of the PDSIS Ol Detail Screen
to find the last unit in the order

— Observe the number of units in the To_Do Units
column for the corresponding job on the Main Ol
Screen

— Compare the number of units in the order on the
PDSIS Ol Detail Screen with the number of units
specified in the To_Do Units column for the
corresponding job on the Main Ol Screen

— If all units currently available to PDSSA should be
activated immediately, activate the job
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

« Comparing the Number of Units in an Order
and a Job: Procedure (Cont.)

— If some of the units currently available to PDSSA
should be activated immediately, activate the
applicable units

— If none of the units currently available to PDSSA
should be activated immediately, wait until the
appropriate number of units is available to PDSSA
before continuing

— If it was necessary to wait until the appropriate
number of units became available to PDSSA before
continuing, repeat steps as necessary
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

* Determining the Current Grouping Factor

— It may be necessary to determine the current
grouping factor when comparing the number of
units in an order and a job

464
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« Determining the Current Grouping Factor:
Procedure

— Start the PDSIS Maintenance Module
— Click on the Server Config button
— Click on the Execute Query button

— Observe the value in the Grouping Config field of
the Server Config Maintenance window

» S = “granule size” grouping

» G = “group limits” grouping
— Observe the value in the Group Data Size field
— Observe the value in the Group Unit Size field
— Click on the Exit button

— Click on the Exit button (PDSIS Maintenance

Module Main Menu window)
465
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PDSIS Maintenance Module: e
Server Config Maintenance Window

EARTH PROBES
WLEAS NDLIVWHOAN) V1V

Action Block Record Field Edit Query Help
PDSISMTPST 1.3 PDSIS 20-JUN-2002

Server Config Maintenance

ECS Status[[ | Grouping Config|
Server Mode| Group Data Size|
Server Retries| Group Unit Size|]
Log Archive] Days Purge |
Sybase Connect |
Usage Threshold |— Usage Current |—
DAAC Name |
DAAC Contact|
DAAC Address |
DAAC City |
DAAC State]  DAACZp|
DAAC Country|
DAAC Phone |
DAAC Fax |
DAAC Email |
DAAC Preamble |

Receive Preamble|
Threshold Release| Email Notificatior]|

{ist | Execute Query| Last Criteria | Cancel Query | Count Hits |

Enter a query; press Alt-F11 to execute, Control-F4 to cancel.
Record: 141 Enter-Query Insert 466
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

« Stopping a Job Using the Main Ol Screen
Display

— The procedure for Stopping a Job Using the Main Ol
Screen Display is performed as part of the
procedure for Monitoring/Controlling Product
Processing Using PDS

— The Main Ol Screen provides means of stopping
(suspending) jobs

— Note that if a job has proceeded to the stage where
the data are being written to the specified medium
that process (writing to the medium) continues
even after an attempt to stop the job
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

« Stopping a Job Using the Main Ol Screen
Display: Procedure

— Click on the action button at the beginning of the
job line for the relevant job on the Main Ol Screen

— Select (highlight) Stop Job in the Action List box

— Click on the OK button

— Click on the Yes button in the confirmation dialogue
box

— Return to the procedure for Monitoring/Controlling
Product Processing Using PDS
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

 Terminating a Job Using the Job Monitor
Main Window

— The procedure for Terminating a Job Using the Job
Monitor Main Window is performed as part of the
procedure for Monitoring/Controlling Product
Processing Using PDS

— The Job Monitor Main Window provides the
Pigtribution Technician with means of terminating
jobs

— Note that if a job has proceeded to the stage where
the data are being written to the specified medium
that process (writing to the medium) continues
even after an attempt to terminate the job
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

 Terminating a Job Using the Job Monitor
Main Window: Procedure

— Place the mouse cursor on the relevant job (the one
to be terminated) in the running job list of the Job
Monitor Main Window and click and hold the right
mouse button

— Select Terminate Job from the pop-up menu

— Click on the Proceed button in the confirmation
window

— Chandge the status of the job and its units to “Q”
Pending) in the PDSINFO Jobs Table and the
DSINFO Work Table

» Refer to the procedure for Changing the Values of
Job Parameters Using the PDS Maintenance Module
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

 Responding to a Status of QC-Hold
(Performing a QC Check or Verification)

— A status of QC-Hold on the PDS Operator Interface
(PDSOI) indicates that a job requires a QC check or
media verification

— The PDS Quality Check GUI provides a means of
selecting a verification drive for checking a disk or
tape

471
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

 Responding to a Status of QC-Hold
LPerforming a QC Check or Verification):
rocedure

— Retrieve the product summary from the printer
— Review the product summary

— Remove the medium (tape or disk) from the unit
— Set the write-protect switch (tapes only)

— Affix the tape label (tapes only)

— Inslel)'t the jewel-case insert in a jewel case (disk
only

— Icgllej?tify an available drive using PDS Quality Check

— On the PDS Quality Check GUI enter the Media ID
for the medium to be loaded in the drive

— Load the medium (tape or disk) in an available drive
— Wait for the drive to come on line before continuing 472
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

 Responding to a Status of QC-Hold
Performing a QC Check or Verification):
rocedure (Cont.)

— On the PDS Quality Check GUI click on the button
corresponding to the loaded drive

— When verification is complete, remove the medium
from the drive

— Insert the medium in its case
— Review the verification report for read errors

— Gather the medium (in its case), product summary,
and verification report

— Perform the procedure for Completing a Job

— Put the shipping label and packing list with the
medium (in its case) in the appropriate area for
pick-up by or delivery to the shipping function

— Mark the job "Shipped" using the PDSIS Ol
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PDS Quality Check GUI Log Viewer

Log

Time Stamp

2002/10/729
2002/10/29

200211402
2002/11/04

4
2002/11/04
2002/11/21
2002/12/02
zo02/12/02
2002412403
2002/12/03

2002/12709
2002/12/09

2003/01/723
2003/01/23
2003/01/24
2003/01/24
2003/01/24
2003/02/14
2003/04/23

2003/04/30
2003/04/30

T ] S s ) o

Result

Media ID

PASS
PASS

YEADZ11020003_0001_

YEAG211020006_0001_

YEAQZ11040003_0001_

Y E& [ 1

YEASZ11040004 0001 _
YEADZ11210001_0001_
YEADZ12020007_0001_
YEADZ1Z2020008_0001_
YEAGZ1 2030015 _0001_
YEACGZ12030014_0001_

YEAQZ12090005_000

YEAQZ212090006_0001_

1

YEAQ3(01 200007 _0001_
YEAG3O1200006_0001_
YEAQ3O1 240001 _0001_
YEAQ3(G1 200007 _0001_
YEAQIOT 240001 _0001_
YEAG302130008_0001_

YEA ~
YEAD304300002_0001_
YEAQIO4Z80002_0001_

Refresh | Top | Bottom | Print | Exit
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

« Completing a Job

— The Main Ol Screen provides a means of
completing jobs that are in a QC-Hold status once
they have passed the QC check

— The "Complete” action first checks the status of the
units of the job

» If any unit(s) of the job is (are) not in QC-Hold status,
some unit(s) may not be ready for completion

» Consequently, the completion must be performed
using the Ol Detail Screen as described in the
procedure for Using the Ol Detail Screen (preceding
section of this lesson)
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

« Completing a Job: Procedure

— Click on the action button at the beginning of the
job line for the relevant job on the Main Ol Screen

— Select (highlight) Complete in the Action List box
— Click on the OK button

— Return to the procedure for Monitoring/Controlling
Product Processing Using PDS
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

« Entering Notes about a Job

— The Main Ol Screen provides a means of entering
comments or notes about jobs

— If a note has been entered for a job, an “*” is
displayed in the Note field of the Main Ol Screen

* Procedure

— Click on the action button at the beginning of the
job line for the relevant job on Main Ol Screen

— Select (highlight) Notes in the Action List box
— Click on the OK button
— Type appropriate text in the Job Notes dialogue box

— Click on the Return button to dismiss the Job Notes
dialogue box and return to the Main Ol Screen

— Return to the procedure for Monitoring/Controlling
Product Processing Using PDS 477
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PDSOI: Job Notes Dialogue Box
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

 Promoting a Job

— A job would most likely be promoted at the request
of User Services

— The only practical means of promoting jobs is to
activate the pending job ahead of any other pending
jobs

« Canceling a Job

— Jobs are not normally canceled using the PDSSA
operator tools

— Refer to the procedure for Rejecting a Unit/Order
(subsequent section of this lesson)
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

* Generating PDS Production Reports:
Procedure

— For a report that contains the data currently being
displayed Main Ol Screen, select
Reports —> Queue from the pull-down menu on the
Main Ol Screen

— For a report of all orders that still need to be
produced (broken down by various time frame
ranges), select Reports —» Lag from the pull-down
menu

— For an error report concerning a particular job, first
click in one of the fields on the job line for the
relevant job

— For an error report concerning a particular job,
select Reports — Error from the pull-down menu
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PDS Queue Report

Total Product Copy Product
Job Key Units Pri Media Project Id Due Date Flag  Code Status
0000308080004 0001 1 9 DVD Pds Project 11-AUG-03 LOOUT Pending
1110308080003 0001 1 9 CD Pds Project 11-AUG-03 ASTEROUT Pending
1110308080005 0001 1 9 8H Pds Project 11-AUG-03 ASTEROUT Pending
1110308110003 0001 1 9 CD Pds Project 14-AUG-03 ASTEROUT Pending
YEA0308080006_0001 1 9 D7 Pds Project 11-AUG-03 GENERIC2  Pending
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PDS Lagging Order Report

Date: 09/27/2003 Report No. : PDSSAL
Time: 02:35:00 PM LAGGING ORDER REPORT Page: 1
Date Date Total Prod Product
Order Nbr Entered Due Units Code Format
30 days old
. ____________________________________________________|
20 days old
. ____________________________________________________|
10 days old
______________________________________________________________|
1110309170104 09/17/2003 09/20/2003 1 E200  ASTEROUT
1110309170108 09/17/2003 09/20/2003 1 E200  ASTEROUT
1110309170111 09/17/2003 09/20/2003 1 E200  ASTEROUT
1110309170115 09/17/2003 09/20/2003 1 E200  ASTEROUT
1110309170117 09/17/2003 09/20/2003 1 E200  ASTEROUT
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PDS Error Report

Error report for YEA0309170681 0001

[genericout-nodir] Error: Unit # 1, DPATH = /pdsis/pdsis/staging/orders/YEA0309170681 0001/2
[genericout-notdir] Error: Unit # 1, DPATH = /pdsis/pdsis/staging/orders/YEA0309170681 0001/
[genericout-nofile] Error: There is an error with unit # 1. This unit will not be on t

[genericout-getgeneric]  Error:  unable to  retrieve  generic  files  from  /pdsis/pdsis/stagi
[genericout-dpath]  Error: Unit 1 will be placed into error
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Monitoring/Controlling Product
Processing Using PDS (Cont.)

« Selecting an Alternate Printer: Procedure

— Click on Printers on the menu bar of the Main Ol
Screen

— Select the desired printer from the applicable option
button (either Report Printer or Jewel-Case Insert
Printer)

— If an alternate printer is to be designated for the
other type of printer, repeat the preceding step for
the other printer

— Click on the Return button

— Return to the procedure for Generating PDS
Production Reports or the procedure for
Monitoring/Controlling Product Processing Using
PDS (as applicable)
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PDSOI: Default Printers

Dafault Printers

Report Printer ops =
Jewal Case Printer resrm JE=
Return
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Monitoring/Controlling Order
Processing Using the PDSIS Ol

 PDSIS Monitoring Activities

— Monitoring/controlling order processing using the
PDSIS Ol involves the following activities (among
others):

» Determining the Status of an Order

» Determining the Status of Units Associated with an
Order

» Marking a Job Shipped

>

v

Rejecting a Unit/Order
» Generating PDSIS reports
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Monitoring/Controlling Order
Processing Using PDSIS Ol (Cont.)

 PDSIS Monitoring Activities (Cont.):
PDSIS Ol Main Screen
— Action Button [not labeled]

» Allows access to a list of actions that can be taken
with respect to the order

— Order Nbr

» Unique PDS order number given to the customer
request

» The software creates an order number each time the
ECS VOGW sends an order

— Ecs Ordid

» ECS order number for the customer request in the
MSS database
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Monitoring/Controlling Order
Processing Using PDSIS Ol (Cont.)

« PDSIS Monitoring Activities (Cont.):
PDSIS Ol Main Screen

— Ecs Reqid

» ECS Request ID number for the customer request in
the MSS database

— Sta
» PDSIS status of the order

— Status Date

» Last date any database status has changed on the
order

— Date Entered
» Date when the order was entered in the system
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PDSIS Ol Main Screen

NASATS EANTH SCIENCE ENTERPISE

EARTH PROBES

— eossodes |

Display Report Action

PDSISMTOX 1.0 PDSIS 22_MAR-2001
Order HNor Ecs Ordid Ecs Regid S5ta Status Date Date Entered

Ij |oooo1oaz1ooos |ooooosss |oo Ic_|z1—m—zoo1 |z1—m—zuu1 E
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_I |oooo1oaz1oo13 |ooooos:-'s |oo Ic_|z1—m—zoo1 |z1—m—zuu1
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|Flecord: 1472 Insert
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PDSIS Ol Detail Screen

8
E
E
2

Display Action

PDSISMTOID 1.0 PDSIS 13-APR-2001 A
Order Humber ECS Order 1D ECS Beq ID Status
0000104020342 00001072 00001056 |1_
Prod Output Subset
Tnit Harber Ordering ID Code Specs Da:a Size Status  Status Date
1 SC-MODOZ0BC. 001: 55645 s001 DLUCE H |58 o |03-APm—2001 £l
| | | | | | £ |
_I [2 |se-mem0zome. 001:55979 [svo1 [pues |n_|53 Io_loa—m—zou
1 E [se:Mom0zonc. 001 56389 [so01 [prves In_|5s Io_|03—m—zoo1
_I |4 Isc:monnzonc.nu:ss-mz Isnn1 Inl.m:s In_lss Io_lna—m—znu
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_| |:-' |sc;monozonc.oo1::-':-'zus |soo1 |m.ucs In_|5s Io_|03—m—zoo1
8 SC:MODOZOBC. 001: 77443 &001 DLUCE W |58 o |03-nPm-2001 |
ik | | | I | =
_I Is Isc:monnzonc.nu::-'sass Isnn1 Inl.m:s In_lss Io_lna—m—znu
_I |1n Isc:monnzonc.nu::-'sssn Isnn1 Inl.m:s In_lss Io_lna—m—znu
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B | | | =4 i
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NABAS EARTH SCIENCE ENTERPISE

PDSIS Ol Error Screen

EARTH PROBES
WLEAS NDLIVWHOAN) V1V

[ iossEmosscren

PDSISMTERR 1.0 PDSIS 13-APR-2001
Date/Time Order Number Unit Number Error Source Error Message
D |20010328123908 IIJIJIJIJ:I.IJ3210IJIJ3 I i diailRequest. MailRequester Ir’hem was an exroer sending cw I
| Iznnmszsuu-ws Inuunmszsn141 |1 Ipdsjnfml_:;etnmenmit IHo entry in pdt_pdsinfo inforr
| |2nn1oazsu124os |nuun1nazsn141 |1 |neporun.i_1_oxﬂemepox-t IM.issing entry in pdsinfo_thl
| |20010328012708 |0000103230142 |1 Ipdsi.nfo'l‘hl.setnrﬂenmit IHo entry in pdt_pdsinfo inforr
| Iznnmszsuu?ns Inuunmszsnmz |1 Ineporwt.il.onlemeport IM.issj.ng entry in pdsinfo_thl
| |20010328012?09 |uuuo1nazsu143 |1 |pdsjnfm1.setoxdgmit |no entry in pdt_pdsinfo inforr
| |znn1oszsu1z?ns |nuun1nszsn143 |1 Ineporwt.il.on‘lemeport IMissj.ng entxy in pdsinfo_thl
| Iznnmazsuunﬂ Inuunmazslum |1 Il)dsjnfo‘l‘hl.setnrﬂeﬂmit Ino entry in pdt_pdsinfo inforr
| |20010328012710 |0000103230144 |1 Ineporhlt.i_'l..orﬂemeport. |mi_r.sjng entry in pdsinfo_thl
| Iznnmszsuzsss? Inuunmszsnrm |1 Ise]_i.lntexface.lzmecutesc]_i. Isc]_i. execution ervor
| |2001032802585? |uuuo1nazsu1?o |1 i t t. ScLiRequest IEmr execubing FCLI
| Iannmszsuassss Inuunmszsnrm |1 Iso].i.mt.exfase.znecutescu Isc]_i. execution errvor
| Iznnmazsuzssss Inuunmazsnun |1 i t: t. Sclikequast Ienw executing SCLI
| |20010328105509 |00001032301?5 |4 Ipdsi.nfo'l‘hl.setnrﬂenmit IHo entry in pdt_pdsinfo inforr
| |znn1oszs10551o |nuun1nszsn1?5 |5 |pdsjnfm1_setnmenmit |no entyy in pdt_pdsinfe inforr
| Iznnmazsusmns Inuunmazsnm1 |1 Il)dsjnfo‘l‘hl.setnrﬂeﬂmit Ino entry in pdt pdsinfo inforr
| Iannmszsuszms |nuun1nszsn1sz |1 |pd:.mrm1_set.nmenmit. IHo entry in pdt_pdsinfo inforr
| Iznnmazsmssm Inuunmazsnus Is Il)dsjnfo‘l‘hl.setnrﬂeﬂmit Ino entry in pdt_pdsinfo inforr
| |20010328105510 |00001032301?5 |'.~' Ipdsi.nfo'l‘hl.setnrﬂenmit IHo entry in pdt_pdsinfo inforr
| Iznnmszsmssm Inuunmszsnﬂs Is Ipdsjnfml_:;etnmenmit IHo entry in pdt_pdsinfo inforr i
Return |
IFIecord: 142 Insert
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Monitoring/Controlling Order
Processing Using PDSIS Ol (Cont.)

 PDSIS Monitoring Activities (Cont.):
PDSIS Ol Detail Screen (for the selected
individual PDS order)

— Order Number

» Unique PDS order number given to the customer
request

— ECS Order ID

» ECS order number of the customer request in the
MSS database

— ECS Req ID

» ECS Request ID number of the customer request in
the MSS database

— Status
» PDSIS status of the order
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Monitoring/Controlling Order
Processing Using PDSIS Ol (Cont.)

* PDSIS Monitoring Activities (Cont.):
PDSIS Ol Detail Screen (for each unit within
the selected PDS order)
— Action Button [not labeled]

» Allows access to a list of actions that can be taken
with respect to the job

— Unit Number
» Unit number

— Ordering ID

» Unique reference for the relevant granule in the ECS
archive

— Prod Code
» PDSIS's description of the product code
» It is loaded from customizable tables
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Monitoring/Controlling Order
Processing Using PDSIS Ol (Cont.)

* PDSIS Monitoring Activities (Cont.):
PDSIS Ol Detail Screen (for each unit within
the selected PDS order) (Cont.)

— Output Specs

» PDSSA's description of the output specifications
selected by the customer

— Subset Data

» Yes/No flag indicating whether the unit is a subsetted
request (L7 floating scene)

— Size
» Size in MB of the granule
» May be an estimate in some cases
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Monitoring/Controlling Order
Processing Using PDSIS Ol (Cont.)

* PDSIS Monitoring Activities (Cont.):
PDSIS Ol Detail Screen (for each unit within
the selected PDS order) (Cont.)
— Status
» PDSIS status of the order
— Status Date

» Last date any database status has changed on the
unit
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Monitoring/Controlling Order
Processing Using PDSIS Ol (Cont.)

« PDSIS Monitoring Activities (Cont.):
PDSIS Ol Error Screen

— Action Button [not labeled]

» Allows access to a list of actions that can be taken
with respect to the item

— Date/Time
» Time when the error occurred

— Order Number

» Order number of the order in which the error
occurred

— Unit Number
» PDS unit number in which the error occurred
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Monitoring/Controlling Order
Processing Using PDSIS Ol (Cont.)

« PDSIS Monitoring Activities (Cont.):
PDSIS Ol Error Screen (Cont.)

— Error Source
» Source of the error

— Error Message
» PDSIS coded error message
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Monitoring/Controlling Order
Processing Using PDSIS Ol (Cont.)

* Monitoring/Controlling Order Processing Uing
the PDSIS OI: Procedure

— Observe information displayed on the PDSIS Ol Main
Screen

— Use the PDSIS Ol Detail Screen (subordinate
procedure) as necessary

— Perform subordinate procedures as necessary

» Using the PDSIS Ol Detail Screen (to determine the
status of units or take action with respect to units)

» Marking a Job Shipped (to mark a completed job

shipped)
» Rejecting a Unit/Order (to change the status of a unit or
order to "X" ("Reject")

» Generating PDSIS Reports (to generate PDSIS error,
lagging order, rejected order, or shipped order reports)

» Troubleshooting PDS Problems (to troubleshoot
problems/failures affecting order processing)

— Repeat preceding steps as necessary 498
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Monitoring/Controlling Order
Processing Using PDSIS Ol (Cont.)

. MonitoringF{ControIIing Order Processin
Using the PDSIS Ol: Subordinate Procedures

— Using the PDSIS Ol Detail Screen (to determine the
status of units associated with a particular order or
take action with respect to units associated with a
particular order)

— Marking a Job Shipped (to mark a completed job
shipped)

— Rejecting a Unit/Order (to change the status of a
unit or order to "X" ("Reject"), effectively canceling
the unit or order)

— Generating PDSIS Reports (to generate PDSIS error,
lagging order, rejected order, or shipped order
reports)

— Troubleshooting PDS Problems (to troubleshoot
problems/failures affecting order processing)
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Monitoring/Controlling Order
Processing Using PDSIS Ol (Cont.)

« Using the PDSIS Ol Detail Screen

— Provides a means of accomplishing the following
objectives:

» Obtaining specific information with respect to units
associated with a particular order

» Taking action with respect to units associated with a
particular order
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Monitoring/Controlling Order
Processing Using PDSIS Ol (Cont.)

+ Using the PDSIS Ol Detail Screen: Procedure

— Click on the action button at the beginning of the job
line for the relevant job on the Main Ol Screen

— Select (highlight) Details in the Action List box
— Click on the OK button

— Observe information displayed on the PDSIS Ol Detail
Screen

— If it is desirable to see the error(s) associated with a
particular unit, perform the procedure for
Checking/Clearing Errors on PDSIS (subsequent
section of this lesson)

— If it becomes necessary to reject unitis), perform the
procedure for Rejecting a Unit/Order (subsequent
section of this lesson)

— Repeat steps as necessary to obtain additional
information and/or take action with respect to units
associated with the order
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Monitoring/Controlling Order
Processing Using PDSIS Ol (Cont.)

« Marking a Job Shipped

— The PDSIS Ol Main Screen provides a means of
marking a completed job shipped

« Marking a Job Shipped: Procedure

— Verify that the following conditions have been met:

» The Sta [status] of the job (as displayed on the PDSIS
Ol Main Screen) is C (completed)

» The packing lists for the job have been printed
» The shipping labels for the job have been printed

— Click on the action button at the beginning of the
relevant order status line

— Select (highlight) Ship in the Action List box
— Click on the OK button
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Monitoring/Controlling Order
Processing Using PDSIS Ol (Cont.)

* Rejecting a Unit/Order

— Both the PDSIS Ol Main Screen and the PDSIS Ol
Detail Screen provide means of rejecting a
unit/order

CAUTION

Before rejecting a unit or order it is advisable to
have in hand written authorization to do so.

Selecting "Reject” changes the status of the unit or
order to a Reject (X) or cancelled state. Care is
recommended because the reject function does not
have a confirmation button. All units in process will
be marked for rejection and no further processing
will occur. The customer's completion report will
reflect the specified unit as having a Reject status.

503
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Monitoring/Controlling Order
Processing Using PDSIS Ol (Cont.)

* Rejecting a Unit/Order: Procedure

— Click on the action button at the beginning of the
relevant order status line or unit line

— Select (highlight) Reject in the Action List box
— Click on the OK button

— Return to the procedure being performed before the
action button was selected; either...

» Monitoring/Controlling Order Processing Using the
PDSIS Ol or

» Using the PDSIS Ol Detail Screen

504
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Monitoring/Controlling Order
Processing Using PDSIS Ol (Cont.)

« Generating PDSIS Reports: Procedure

— Select the type of report from the Reports pull-down
menu on the PDSIS Ol Main Screen

» Error Report
» Orders Lagged
» Orders Rejected
» Orders Shipped
— Select the destination type
» Screen
» File
» Printer
» Mail
» Preview

— Specify destination/orientation/date range if necessary
— Click on the Run Report button

— Review the report 505
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Report Parameters Form

PDSISREERR: Runtime Parameter Form

e T
oo || bt [t | oo |

T —
B
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Report Parameters Form
(Alternate Form)

PDSISRERE]: Runtime Parameter Form
File Edit Windows Help

Rt H Run Fleportl Cancel |

Feport Parmeters

Frrompdenian

Ll

Entet values for the parameters

Enter Dates in MWD format

Dz Screen — |
Desnare I
Orientation Default = I

Edate I

Sdate

507
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MABAS EANTH SCIENCE ENTERPSSE

PDSIS Current Errors Report

EARTH PROBES
WLEAS NDLIVWHOAN) V1V

PDSISREERR: P

File Edit Windows Help |
Pray Next Fiegt | Last Page: I 1 Print Close New
__
09/27,/2003 PDSIS CURRENT EFRORS REFPORT FDSI A
12:42:35 1
Unit Error Co

Error ID Order NHbr Error Source

2002073001120%8 a0zo EcsDataREquest. mon

20020730011407 3020 EesDataREquest. oun

20020730011610 soz0 EcsDataREquest. mon

20020730011807 anzo EcsDataREquest. man

20020750043512 2020 sendailkequest. un

20020801031311 2020 Sendiailkequest. mun

20020801100313 anzo EcsDataREquest. man

20020501015307 2020 sendiailkequest. mun

20020801050914 a0zo EcsDataREquest. mon

20020801061516 3020 EcsDataREquest. oun

20020801061515 soz0 EcsDataREquest. mon

20020801061716 anzo EcsDataREquest. man

20020501061916 3020 EcsDataREquest. mun =
20020801062116 a0zo EcsDataREquest. mon

20020801062159 anzo EcsDataREquest. man

20020801062209 3020 EcsDataREquest. mun

2002080106224 2 a0zo EcsDataREquest. mon

20020801062417 3020 EesDataREquest. oun

20020801062613 soz0 EcsDataREquest. mon

20020801062315 a0zo EcsDataREquest. mon

20020801063017 3020 EesDataREquest. oun

20020801063215 a0zo EcsDataREquest. mon

2002080106341 3020 EcsDataREquest. run F/

| IR | P 508
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MABAS EANTH SCIENCE ENTERPSSE

PDSIS Lagging Order Report

EARTH PROBES

P
]
3
L
2
H
2
|
£
£

File Edit Windows
Pray Next First | Last Page: ||1 Print Close New |
—
094272003 FDSIS LAGGING ORDER REFORT PDSISRELAG A
12:48:01 1
ECS ECS Media
i i > -
Order Kunber Ordid Reqid Status Status Date Date Entered Exror?  qype Units volume
Drders 24 hrs to 48 hrs old
Orders 48 hrs to 72 hrs old
Drders 72 hrs old or older SMHAL 1 GED
1110309160001 0400077704 0400079185 T 16-5EP-03 16-5EF-03 S
SuHAY 1 £50
1110309160003 0400077706 0400073188 T 16-5EP-03 16-5EF-03 ¥
SHHAY 1 £50
1110309160008 0400077703 0400073131 I 16-5EP-03 16-3EF-03 ¥
SHHAY 1 £50
1110309160003 0400077712 0400073134 T 16-5EP-03 16-5EP-03 T Je— N 50
1110309160012 0400077715 0400073137 T 16-5EP-03 16-5EP-03 T e 1 cco
1110209160014 0400077717 0400073133 T 16-5EP-0% 16-5EP-03 b MR 1 E50
1110309160017 0400077720 0400073202 T 16-5EP-03 16-5EF-03 S SHAY 1 £50
1110309160020 0400077723 0400073205 T 16-3EP-03 16-3EF-03 ¥ SHHAL 1 850
SHHAY 1 £50
1110309160023 0400077726 0400073208 T 16-5EP-03 16-5EF-03 ¥
auHAY 1 E50
1110309160026 0400077729 0400073211 I 16-5EP-03 16-3EF-03 ¥
SeHAY 1 E50
1110309160023 0400077731 0400073213 I 16-5EP-03 16-3EF-03 ¥
SHAY 1 E50
1110309160031 0400077734 0400073216 T 16-5EP-0% 16-5EP-03 ¥
SHHAY 1 £50
1110209160034 0400077737 0400073213 T 16-5EP-0% 16-5EP-03 ¥
SHHAY 1 £50
1110309160037 0400077740 0400073222 T 16-5EP-03 16-5EF-03 S
SHHAY 1 £50
1110309160040 0400077743 0400073225 T 16-3EP-03 16-3EF-03 ¥
auHAY 1 E50
1110309160042 0400077745 0400073227 I 16-5EP-03 16-3EF-03 ¥ AV 1 5o
1110309160045 0400077748 0400073230 I 16-5EP-03 16-3EF-03 ¥ SrmAY 1 £50 —
|2 &S] | 509
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NASATS EANTH SCIENCE ENTERPISE

PDSIS Rejected Orders Report

EARTH PROBES
WLEAS NDLIVWHOAN) V1V

i
=

LARTH DUSTRVING SYSTEM

PDSISREREJ: Previewer

File Edit Windows Help |
Pray Next Firgt | Lant Bane: |1 Print Close New
_
09/27/2003 FDSIS FEJECTED OFDEF. FEPORT PDSISFEFET A
12:52:13 1
Order Mumber ECS Ordid ECS Pecid Status Date  Date Entered Media Type Units Volume (MB)
£ 510
|2 & ] -
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NASATS EANTH SCIENCE ENTERPISE

PDSIS Shipped Order Report

EARTH PROBES
WLEAS NDLIVWHOAN) V1V

os— |

File Edit Windows Help |
Pray Baxt Firgt | Last | Fane: I% Print Close New
- |
10/02/2003 PDSIS SHIPPED ORDEF. FEPORT PDSISPESHP A
07:34:48 1
Order Number ECS Ordid ECS Reqid Status Date Date Entered Media Type Units Volume (MB)
1110209030001 0400077701 0400073182 03/08,200%8 08/08/200%8 S HAL 1 108
FTEAOI0S030002 0400077702 0400079143 0a/049/2003 0a/09/2003 DLUCS 1 109
4
3 ]& o) O 511
——aa
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Print Job Dialogue Box

Print Job

512
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Filter

fhomefcms hareda’tempf"z
Directories Files
cmsharedftemp/. ASTL1A.metl
‘emsharedftemp/.. ASTL1A.met2
ASTL1B.met1
ASTL1B.met2

MOD12G1 .metl

P1AMEO30619229MD_P01A0000000.00.met

getmeta
modapspdrgen
temp0.txt

=

| JE i |

4

Please enter the filename:

=1

fhome/cmshared/temp/PDSISA ESHFI

Cox |

Filter |
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Using the PDS and PDSIS Cleanup
Managers

« Using the PDS Cleanup Manager

— GUI used for specifying a file cleanup strategy for
the following types of PDSSA files:

» Summary files

» Master list files

» Log files

» Operator Interface log files

» Status files

» Jewel-case insert files

» Label files

» Text files

» TIFF (Tag Image File Format) files

— The PDSIS Cleanup Manager is used for specifying
a file cleanup strategy for PDSIS files

514
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Using the PDS and PDSIS Cleanup
Managers (Cont.)

 PDS Cleanup Manager (Cont.)

— Generates or modifies a Bourne shell script (i.e.,
cleanup.sh) that implements the file cleanup
strategy

» In addition, the PDS Cleanup Manager may modify
the crontab file to adjust the time intervals for
deletion or archiving of files

— The large number of files generated by PDSSA
activities would overwhelm the system if some of
the files were not removed from the working
directories on a fairly frequent basis

» However, some files may be required for a limited
period of time in order to troubleshoot a job if there
is a problem with it or if it is returned from the
customer

— PDS Cleanup Manager is not used very often,
especially if a manageable retention period has
been established for PDSSA files o1
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Using the PDS and PDSIS Cleanup
Managers (Cont.)

« Using the PDS Cleanup Manager: Procedur

— Access a terminal window logged in to the PDS
Server

— Change current directory to the “run” directory

— Type the command to start the PDS Cleanup
Manager GUI

— Click on either the Archive or Delete radio button
(as applicable) to the right of the types of files to be
archived or deleted

— Type the number of days after which files of that
type are to be either archived or deleted

— Click on the “Delete any files older than” radio
button (if applicable)

— In the text box type the appropriate number of days
(older than which files should be deleted) (if
applicable) 516
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Using the PDS and PDSIS Cleanup
Managers (Cont.)

« Using the PDS Cleanup Manager: Procedure
(Cont.)

— Type the time when the cleanup should run in the
“Run cleanup daily at” fields

— Click on either the AM or PM radio button (as
applicable)

— Click on the Apply & Exit button
— Click on the Proceed button

517
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PDS Cleanup Manager
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Using the PDS and PDSIS Cleanup
Managers

* Using the PDSIS Cleanup Manager

— GUI used for specifying a file cleanup strategy for
the following types of PDSIS files:
» Product request (“ODL”) files
» Product result (“Prodres”) files

» Socket log files

— Generates or modifies a Bourne shell script (i.e.,
pdsiscleanup.sh) that implements the file cleanup
strategy

» In addition, the PDSIS Cleanup Manager may modify
the crontab file to adjust the time intervals for
deletion or archiving of files

519
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Using the PDS and PDSIS Cleanup
Managers (Cont.)

« Using the PDSIS Cleanup Manager (Cont.)

— The large number of files generated by PDSIS
activities would overwhelm the system if some of
the files were not removed from the working
directories on a fairly frequent basis

» However, some files may be required for a limited
period of time in order to troubleshoot an order if
there is a problem with it or if it is returned from the
customer

— PDSIS Cleanup Manager is not used very often,
especially if a manageable retention period has
been established for PDSIS files

520
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Using the PDS and PDSIS Cleanup
Managers (Cont.)

« Using the PDSIS Cleanup Manager:
Procedure

NOTE: A PDSIS user ID (e.g., pdsis, pdsis_ts1,
pdsis_ts2) is used in this procedure

— Access a terminal window logged in to the PDS
Server

— Change current directory to the “utilities” directory

— Type the command to start the PDSIS Cleanup
Manager GUI

— Click on either the Archive or Delete radio button
(as applicable) to the right of the types of files to be
archived or deleted

— Type the number of days after which files of that
type are to be either archived or deleted

521
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Using the PDS and PDSIS Cleanup
Managers (Cont.)

« Using the PDSIS Cleanup Manager:
Procedure (Cont.)

— Click on the “Delete any files older than” radio
button (if applicable)

— In the text box type the appropriate number of days
(older than which files should be deleted) (if
applicable)

— Type the time when the cleanup should run in the
“Run cleanup daily at” fields

— Click on either the AM or PM radio button (as
applicable)

— Click on the Apply & Exit button
— Click on the Proceed button

522
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PDSIS Cleanup Manager

PDSIS Cleanup Manager
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Troubleshooting PDS Problems

* Trouble Symptoms

— Troubleshooting is a process of identifying the
source of problems on the basis of observed
trouble symptoms

— Many problems with PDS can be traced to some
part of the PDS itself

— A common source of problems involves the
reliance on messages or data from other
subsystems; consequently, it is possible to trace
some problems to an ECS subsystem, including
(but not necessarily limited to) those in the
following list:

» Data Management Subsystem (DMS)
» Data Server Subsystem (DSS)
» System Management Subsystem (MSS)

» Communications Subsystem (CSS) 504
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Troubleshooting PDS Problems

* Trouble Symptoms (Cont.)

— The general process of troubleshooting involves
the following activities:

» Review the trouble symptoms

» Check the status of relevant hosts/servers (as
necessary)

» Check log files (as necessary)
» Take action to correct the problem(s)

— If a problem is suspected in one of the subsystems
in the preceding list, refer to the section on
Troubleshooting DDIST Problems

525
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Troubleshooting PDS Problems
(Cont.)

* Troubleshooting PDS Problems

— Actions to be taken in response to some common
PDS problems are described in the following tables:

» General Problems

» PDS Operator Interface (PDSOI) Problems

» Job Monitor Problems

» PDS Maintenance Module Problems

PDSIS Operator Interface (PDSIS OIl) Problems
» PDSIS Maintenance Module Problems

)

N\
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Troubleshooting PDS Problems
(Cont.): General Problems

Symptom

Response

A selection has been made from an
Action List window but the action is
not invoked

Click on the OK button near the bottom of the Action List window
to start the action or go to the appropriate screen.

Buttons are not visible at the bottom
of the screen but they should be
visible

1. Move the mouse to the outside edge of the form. (The cursor
changes shape.)

2. Click and hold the mouse button and move the mouse to resize
the screen until the buttons are visible.

Disk label needs to be reprinted

Perform the procedure for Reprinting a Label Stamped on a
Disk (subsequent section of this lesson).

Jewel-case insert did not print

Perform the procedure for Responding to a Jewel-Case Insert
Printing Failure (subsequent section of this lesson).

Jewel-case insert needs to be
reprinted

Perform the procedure for Responding to a Jewel-Case Insert
Printing Failure (subsequent section of this lesson).

Job needs to be reprocessed [e.g.,
product has stalled in the media
production process or fails the
media quality control (QC) check]

Perform the procedure for Reprocessing a Job (subsequent
section of this lesson).

Lag report includes a job that is not
displayed on the PDSOI

Perform the procedure for Responding to a Job on a Lag Report
(subsequent section of this lesson).

Media Drive Selection window
does not appear in the workspace
within a couple of minutes after a
job/unit has been activated

Perform the procedure for Responding to a "Waiting for Drive
Selection” Message on the Job Monitor (subsequent section of
this lesson).
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Troubleshooting PDS Problems
(Cont.): General Problems (Cont.)

Symptom

Response

No printouts

Perform the procedure for Responding to No Printouts (Either
Jewel-Case Inserts or Paper Reports) (subsequent section of
this lesson).

Not all text is showing in a text box
or the box appears to be too small

1. Click in the text box.
2. Move the cursor using the arrow keys. [The text scrolls in the
box and hidden text becomes visible.]

Packing list for a completed order
(i.e., an order with a status of "C")
needs to be reprinted

Set the action flag to "S" using the PDSIS Maintenance Module as
described in the procedure for Changing the Values of Order
Parameters Using the PDSIS Maintenance Module (subsequent
section of this lesson).

Rimage (CD or DVD) drive goes off
line.

Verify that the blank media were placed in the Rimage input bins
with the shiny side down.

Shipping label for a completed order
(i.e., an order with a status of "C")
needs to be reprinted

Set the action flag to "S" using the PDSIS Maintenance Module as
described in the procedure for Changing the Values of Order
Parameters Using the PDSIS Maintenance Module (subsequent
section of this lesson).

Summary report is not printed but
disk or tape is produced

Perform the procedure for Responding to No Printouts (Either
Jewel-Case Inserts or Paper Reports) (subsequent section of
this lesson).

Tape label needs to be reprinted

Perform the procedure for Reprinting PDS Documents and
Labels (subsequent section of this lesson).

Units that were previously
completed need to be reactivated or
reset

Perform the procedure for Reactivating Units or the procedure for
Resetting an Order or a Unit (as applicable) (subsequent
sections of this lesson).
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Troubleshooting PDS Problems
(Cont.)

 PDS Troubleshooting Procedures

— Changing the Values of Job Parameters Using the
PDS Maintenance Module

— Changing the Values of Order Parameters Using the
PDSIS Maintenance Module

— Checking/Clearing Errors on PDSIS
— Checking PDSSA or PDSIS Log Files

— Checking/Restoring Synchronization of the Rimage
PC Time with PDS System Time

— Checking/Restoring the Rimage PC NFS
Connection

— Cleaning up the CD-R_Images Folder on the Rimage
PC

— Clearing an Error Displayed on the PDSIS Ol Error

Screen
529
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Troubleshooting PDS Problems
(Cont.)

 PDS Troubleshooting Procedures (Cont.)

— Determining Output Specifications Using the PDS
Maintenance Module

— Determining Output Specifications Using the PDSIS
Maintenance Module

— Determining Product Codes Using the PDS
Maintenance Module

— Determining Product Codes Using the PDSIS
Maintenance Module

— Determining the Status of PDS Tape/Disk Drives

— Determining Which Instance of PDSOI Was Used to
Activate a Job

— Forcing AutoRimage Completion
— Reactivating Units
— Reprinting a Label Stamped on a Disk 530
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Troubleshooting PDS Problems
(Cont.)

 PDS Troubleshooting Procedures (Cont.)
— Reprinting PDS Documents and Labels
— Reprocessing a Job
— Resetting an Order or Unit

— Responding to a CD/DVD Job Error Indicated on
PDSOI

— Responding to a Jewel-Case Insert Printing Failure

— Responding to a Job’s Status Not Changing to QC-
Hold Although Production is Successful

— Responding to a Job on a Lag Report

— Responding to a Locked-Up Screen

— Responding to a Problem Starting PDSOI

— Responding to a Save Changes Dialogue Box When

Exiting a Maintenance Module Window o
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Troubleshooting PDS Problems
(Cont.)

 PDS Troubleshooting Procedures (Cont.)

— Responding to a "Waiting for Drive Selection”
Message on the Job Monitor

— Responding to Duplicate Jobs on the PDSOI
— Responding to Low Disk Space

— Responding to No Printouts (Either Jewel-Case
Inserts or Paper Reports)

— Responding to PDSOI's Failure to Update Status

— Viewing a Job Log or Job Production Parameter
File (PPF) Using UNIX Commands

— Viewing a Job Log Using the PDS Job Monitor

— Viewing a Job Production Parameter File (PPF)
Using the PDS Job Monitor

— Viewing an Extended Error Message
532
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Troubleshooting PDS Problems
(Cont.)

 Changing the Values of Job Parameters Using
the PDS Maintenance Module

— The PDS Maintenance Module provides a means of
changing values assigned to job parameters:

» Status - may be changed (for example) to "Pending”
so the job will rerun (e.g., if there was a problem with
the previous run of the job)

» Media type - typically changed in response to a
request from the user that has been forwarded by
User Services

» Output specs - output specifications typically have to
be changed if the media type is changed

» Number of copies - may be changed in response to a
request from the user that has been forwarded by
User Services (usually in-house orders)

» Directory path for pulling data for a job - if (for
example) a problem occurs with the disk on which
the normal directory resides 533
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Troubleshooting PDS Problems
(Cont.)

 Changing the Values of Job Parameters Using
the PDS Maintenance Module

— The PDS Maintenance Module provides a means of
changing values assigned to job parameters
(Cont.):

» E-Mail address for ftp notification of completion -
e.g., in response to a request from User Services

— In order to maintain consistency between PDSIS
packing lists and PDSSA media generation,
changes to the values assigned to order/job
parameters may need to be made using both the
PDSIS and PDSSA maintenance modules

» Changes that affect both PDSIS and PDSSA should
be made in PDSIS first, then PDSSA

» Some changes affect PDSIS only; for example,
PDSSA does not contain customer shipping address
information, so no shipping-address changes are
necessary in PDSSA

534
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Troubleshooting PDS Problems
(Cont.)

 Changing the Values of Job Parameters Using
the PDS Maintenance Module (Cont.)

— No changes are needed in PDSSA if order
processing in PDSIS has not made any data for an
order available to PDSSA yet

CAUTION

Before changing product media type, number of
copies, or customer's e-mail address it is advisable
to have in hand written authorization to do so

535
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Troubleshooting PDS Problems
(Cont.)

 Changing the Values of Job Parameters Using
the PDS Maintenance Module: Procedure

— Start the PDS Maintenance Module
— Click on the PDSINFO Jobs Table button

— Copy the job key from the Main Ol Screen to the
PDSINFO Jobs Table

— Click on the Execute Query button

— Enter the new value(s) in the appropriate field(s)
— Click on the Save button

— Click on the Exit button

— Click on the PDSINFO Work Table button

— Copy the job key from the Main Ol Screen

— Click on the Execute Query button

536
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Troubleshooting PDS Problems
(Cont.)

 Changing the Values of Job Parameters Using
the PDS Maintenance Module: Procedure
(Cont.)

— Ensure that the correct record is displayed on the
PDSINFO Work Table

— Enter the new value(s) in the appropriate field(s)

— Click on the Save button

— Repeat steps for additional records that need to be
modified for the job

— Click on the Exit button at the bottom of the
PDSINFO Work Table

— Click on the Exit button at the bottom of the PDS
Maintenance Module Main Menu window

537
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PDS Maintenance Module:
PDSINFO Jobs Table

EARTH PROBES

Action Edit Block Field Record GQuery ﬂelpl
PDSHTPJT 2001/04/03
FPDSINFO Jobs Table Maintenance
Johb Key | Froduct Media I—

oduct Code Product Density Ii
Priority I_ Froduct Format I
Copies [ Tape Blocking |
Status I_ Job Status |
01 Id | Due Date |
Stop Job I_ Total Units I—
Bad Key I_ Frocessing Status I_
Bad Status I_ Project Id |
Hote |
Execute Query Lint Last Criteria Cancel Guery Count Hits
IEnter a query; press Alt-F11 to execute, Control-F4 to cancel.
IFIecord: 11 Enter-Query Insert
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PDS Maintenance Module:
PDSINFO Work Table

EARTH PROBES

[EE s e

Action Edit Block Field Record Guery ﬂelpl

PDSHTPDT 2001704703
FDSINFO Table Maintenance

Fdsint'okey Job Key II |
Order Mar Media Id |
Urit Har Pef Key
Status Selected

|
|_
Product Code I

Output Specs Ii
Priority I—
FProject Id I
Copies I
Oue Date I
Bin Hbr I—

Froduct Format
Product Media

roduct Density

put Media Type
nput Media Fmt

Bands

Dzta Org

Tape Blocking
Retain Dem F

Ordering Id

orage Location

nput Directory
Emz1l Address

A (R

Execute Query | it Last Criteria Cancel Query Count Hits

IEnter a query; press Alt-F11 to execute, Control-F4 to cancel.
IFIecord: 11 Enter-Query Insert
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Troubleshooting PDS Problems
(Cont.)

« Changing the Values of Order Parameters
Using the PDSIS Maintenance Module

— The PDSIS Maintenance Module provides a means
of changing values assigned to order parameters:

» Status of an order or unit

» Action to be sent to an order or unit

» Error flag for an order or unit

» Output specification for a unit

» Number of copies of a unit

Directory (location) for PDSSA to pull data for a unit

» E-Mail address for ftp notification of order
completion

)

N\
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Troubleshooting PDS Problems
(Cont.)

« Changing the Values of Order Parameters
Using the PDSIS Maintenance Module (Cont.)

— In order to maintain consistency between PDSIS
packing lists and PDSSA media generation,
changes to the values assigned to order/job
parameters may need to be made using both the
PDSIS and PDSSA maintenance modules

» Changes that affect both PDSIS and PDSSA should
be made in PDSIS first, then PDSSA

» Some changes affect PDSIS only; for example,
PDSSA does not contain customer shipping address
information, so no shipping-address changes are
necessary in PDSSA

— No changes are needed in PDSSA if order
processing in PDSIS has not made any data for an
order available to PDSSA yet

541
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Troubleshooting PDS Problems
(Cont.)

« Changing the Values of Order Parameters
Using the PDSIS Maintenance Module (Cont.)

CAUTION

Before changing output specs or number of copies
it is advisable to have in hand written authorization
to do so

542
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Troubleshooting PDS Problems
(Cont.)

« Changing the Values of Order Parameters
Using the PDSIS Maintenance Module:
Procedure

— Start the PDSIS Maintenance Module
— Click on the PDSIS Orders button

— Copy the order number from the PDSIS Ol Main
Screen to the PDSIS Orders Maintenance Form

— Click on the Execute Query button

— Enter the new value(s) in the appropriate field(s)
— Click on the Save button

— Click on the Exit button

— Click on the PDSIS Units button

— Copy the order number from the PDSIS Ol Main

Screen
543
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Troubleshooting PDS Problems
(Cont.)

« Changing the Values of Order Parameters
Using the PDSIS Maintenance Module:
Procedure (Cont.)

— Click on the Execute Query button

— Ensure that the correct record is displayed on the
PDSINFO Work Table

— Enter the new value(s) in the appropriate field(s)
— Click on the Save button

— Repeat steps for additional records that need to be
modified for the job

— Click on the Exit button at the bottom of the PDSIS
Units Maintenance Form

— Click on the PDSIS Address button

— Copy the order number from the PDSIS Ol Main
Screen 544
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Troubleshooting PDS Problems
(Cont.)

« Changing the Values of Order Parameters
Using the PDSIS Maintenance Module:
Procedure (Cont.)

— Click on the Execute Query button

— Ensure that the correct record is displayed on the
on the PDSIS Address Maintenance Form

— Enter the new value(s) in the Email field
— Click on the Save button
— Click on the Exit button

— Click on the Exit button at the bottom of the PDSIS
Maintenance Module Main Menu window
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PDSIS Orders Maintenance Form ey
(PDSISMTPOT)

EARTH PROBES

w_1

Action Block Record Field Edit GQuery Help

PDSISMTPOT 1.5 PDSIS 03-APR-2001
Ordler Nbr [ Status | Action |
Ecs Ordid | Status Date |
Ecs Reqid | Date Entered |
Error Flag |

Special Action |

Odl File |

Mail File |

{ist | Execute Query| Last Criteria | Cancel Query | Count Hits |

IEnter a query; press Alt-F11 to execute, Contrel-F4 to cancel.
IFIecord: 11 Enter-Query Insert 546

625-EMD-009



PDSIS Units Maintenance Form
(PDSISMTPUT)

—

Action Block Record Field Edit GQuery Help
PDSISMTPUT 1.0 PDSIS 03-APR-2001
Order Nbr[[ Status |
Unit Nbr| Status Date |
Ordering ID| Action Flag|
Copies | Error Flag|
Prod Code | Tries |
Output Specs | SCLI Tries|
Subsetted Data|
Size (MB) [
ODL Child Node|
Directory |
{ist | Execute Query| Last Criteria | Cancel Query | Count Hits |
IEnter a query; press Alt-F11 to execute, Contrel-F4 to cancel.
IFIecord: 11 Enter-Query Insert 547
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PDSIS Address Maintenance Form
(PDSISMTADD)

Action

LA

Block Record Field Edit Query Help

PDSISMTADD

1.3 PDSIS

02-JUL -2002

Order Nbr|l

Address Type |

First Middle|

Last Name |

Organization|

Address 1 |

Address 2 |

Address 3 |

City |

State/Province|

Postal Code |

Country |

Phone Nbr |

Email |

Fax |

{is: | Execute Query| Last Criteria | Cancel Query |

Count Hits |

I|Enter a query; press Alt-F11 to execute, Control-F4 to cancel.

IFIecord: 1M

Enter-Query Insert
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Troubleshooting PDS Problems
(Cont.)

* Checking/Clearing Errors on PDSIS

— Both the PDSIS Ol Main Screen and the PDSIS Ol
Detail Screen provide means of checking and/or
clearing errors associated with PDS orders

549
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Troubleshooting PDS Problems
(Cont.)

* Checking/Clearing Errors on PDSIS: Proceure

— Click on the action button at the beginning of the
relevant order status line or unit line

— Select (highlight) Errors in the Action List box
— Click on the OK button

— Observe information displayed on the PDSIS Ol Error
Screen

— To see an extended error message, perform the
procedure for Viewing an Extended Error Message
(subsequent section of this lesson)

— To clear an error displayed on the PDSIS Ol Error
Screen, perform the procedure for Clearing an Error
Displayed on the PDSIS Ol Error Screen (subsequent
section of this lesson)

— Repeat steps as necessary
— Click on the Return button

550
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Troubleshooting PDS Problems
(Cont.)

 Checking PDSSA or PDSIS Log Files

— PDSIS maintains the following kinds of daily logs
for PDSIS troubleshooting purposes:

» Error log
» Debug log
» Socket log

— PDSSA maintains the following kinds of logs:
» Operator Interface log (oilog)
» Job log

— The PDS Cleanup Manager cleans up the PDSSA
logs in accordance with the current PDSSA file
cleanup strategy

— The PDSIS Cleanup Manager cleans up the PDSIS
socket logs in accordance with the current PDSIS
file cleanup strategy

551
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Troubleshooting PDS Problems
(Cont.)

 Checking PDSSA or PDSIS Log Files:
Procedure

— Access a terminal window logged in to the PDS
Server host

— Change directory to the directory containing the
PDSSA or PDSIS log files

— View the log file (e.g., type pg filename then press
Return/Enter)

— Review the log file to identify problems that have
occurred

— Respond to problems
» PDSIS- or PDSSA-related problems
» Communication problems
» Database problems

)

A\

Lack of disk space 552
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Troubleshooting PDS Problems
(Cont.)

« Checking/Restoring Synchronization of the
Rimage PC Time with PDS System Time

— Time on the Rimage PC must be set to within five
(5) minutes of the time on the PDS Server host

» If the time is not properly synchronized, CD and DVD
jobs cannot proceed to a QC-Hold status

« Checking/Restoring Synchronization of the
Rimage PC Time with PDS System Time:
Procedure

— Access a terminal window logged in to the PDS
Server host

— At the UNIX command line prompt on the PDS
Server host type date then press the Return/Enter
key

553
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Troubleshooting PDS Problems
(Cont.)

« Checking/Restoring Synchronization of the
Rimage PC Time with PDS System Time:
Procedure (Cont.)

— On the Rimage PC double-click on the time
displayed on the Windows task bar

— If the date and time displayed on the Rimage PC are
the same as those displayed on the PDS Server
host, click on the Cancel button in the Date/Time
Properties window on the Rimage PC

» End of procedure

If the time displayed on the Rimage PC is not the
same as that displayed on the PDS Server host, on
the Rimage PC enter the correct value(s) (as
displayed on the PDS Server host) for the hour,
minute and/or second in the digital time display

— Click on the OK button

554
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Troubleshooting PDS Problems
(Cont.)

* Checking/Restoring the Rimage PC NFS
Connection

— A Network File System (NFS) mount is needed in
order for the Rimage software to see the job control
directory (e.g., /pdssal/rimage_jobcontrol) on the
PDS Server host

— When the Windows NT system for the Rimage PC is
set up, the PDS job control directory is typically
mapped to the PC’s Z: drive

5565
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Troubleshooting PDS Problems
(Cont.)

* Checking/Restoring the Rimage PC NFS
Connection: Procedure

— Select Start > Programs — Windows NT Explorer
from the Windows task bar

— In the left (All Folders) frame, scroll down to
determine whether there is a network drive Z: to
which rimage_jobcontrol is mapped

— If there is a network drive Z: to which
rimage_jobcontrol is mapped, click on the icon for
the drive

— If there is a problem with the NFS connection...
» Shut down the Rimage CD production software
» Select Start —» Shut Down from the Windows task bar
» Click on the “Restart the computer?” radio button
» Click on the Yes button

556
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Troubleshooting PDS Problems
(Cont.)

* Checking/Restoring the Rimage PC NFS
Connection: Procedure

— If there is a problem with the NFS connection...
(Cont.)

» Simultaneously press the Ctrl, Alt, and Delete keys
on the keyboard

» Click on the OK button

» Ensure that the entries in the Username and Domain
fields of the Logon Information window are correct

» Type the appropriate password in the Password field
» Click on the OK button
» Recheck the Rimage PC NFS connection

— If the Rimage CD production software was shut
down, restart the Rimage CD production software

— Return to the procedure that recommended
checking/restoring the Rimage PC NFS connection 557
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Troubleshooting PDS Problems
(Cont.)

* Cleaning up the CD-R_Images Folder on th
Rimage: Procedure

— Double-click on the My Computer icon on the
Rimage PC

— Double-click on the icon for the appropriate drive
(e.g., the E: drive)

— Double-click on the icon for the CD-R_Images folder

— Highlight and delete all unneeded files from the
CD-R_Images folder

— Select File —» Production Order Editor from the pull-
down menu in the Production Server window

— Highlight and delete all unneeded files
— Empty the Recycle Bin icon on the PC desktop

— Dismiss the unneeded windows (click on the X in
the box at the upper right-hand corner of each -

folder window) 625-EMD-009



Troubleshooting PDS Problems
(Cont.)

« Clearing an Error Displayed on the PDSIS Ol
Error Screen: Procedure
NOTE: It is generally good practice to ensure that
the condition that caused an error has been

corrected before clearing the error on the GUI
(operator interface); otherwise, the error may recur

— Click on the action button at the beginning of the
relevant error status line

— Select (highlight) Clear Error in the Action List box
— Click on the OK button

559
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Troubleshooting PDS Problems
(Cont.)

« Determining Output Specifications Using the
PDS Maintenance Module: Procedure

— Start the PDS Maintenance Module
— Click on the Product Media Descriptions button
— Click on the Execute Query button

— Observe the data displayed on the Product Media
Descriptions Maintenance Form to determine
whether the relevant product code has appropriate
values

— Click on the Exit button at the bottom of the
Product Media Descriptions Maintenance Form

— Click on the Exit button at the bottom of the PDS
Maintenance Module Main Menu window

560
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PDS Product Media Descriptions
Maintenance Form (PDSMTPMD)

- Fms [
Action Edit Block Field Record Querny Help |
FDSMTEMD 2001 0405
Froduct Media Description= Maintenance

(Chatpat PO

S pec Desmaphon Desmaphon

] | :

| | |

| | |

| | |

| | |

| | |

| | |

| | |

| | |

| | |

| | |

| | |

| | |

| | |

| | | 3

Execute Qoery | Last Criteria Carcel Query | Count Hits
Enter a query; press Alt-F11 to execute, Control-F 4 to cancel.
|Remrd: 1M Enter-Query Insert
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PDS Product Media Descriptions
Form Displaying Output Specs

Action Edit Block Field Record Querny Help |
FDSMTFMD 2001 405
Froduct Media Descriptionsz Maintenance
Chatput FDS
Spec Desmaphon Desmaphon
munm.: HICH DFHS ITY Gz i
|r:1:|u.m |r:1:11n1.[ - RATIWE |n::1:|
|1:|L1:rf:s IDLT |r|?
IFI'P IF]II TEAFE FIE: PEOTOE 0L IFI'
| | |
| | |
| | |
| | |
| | |
| | |
| | |
| | |
| | |
| | | 7
Exit | << | < | = | =2+ | Query | Save |
FRM-40355: Query will refrieve 5 records.
IRﬂr:urd: 155 Insert 562
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Troubleshooting PDS Problems
(Cont.)

« Determining Output Specifications Using the
PDSIS Maintenance Module: Procedure

— Start the PDSIS Maintenance Module
— Click on the Outspec Info button
— Click on the Execute Query button

— Observe the data displayed on the PDSIS Output
Specifications Window to determine the relevant
output specifications

— Click on the Exit button at the bottom of the PDSIS
Output Specifications Window

— Click on the Exit button at the bottom of the PDSIS
Maintenance Module Main Menu window

563
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PDSIS Maintenance Module:
Output Specifications Window

EARTH PROBES

LOOKUP_OUTSPECINFO_TBL Maintenance
Action Block Record Field Edit Query Help |
PDSISMTLOT 1.0 PDSIS 03-APR-2001
Output Prod Media Input Product Tape Compress Media Size
Specs Media Type Media Densily Blocking Type Size Check
S | | | | | -
P | | | | |

| IR | | | | |

| o | | | | |

| o | | | | |

| o | | | | |

| IR | | | | |

| o | | | | |

| o | | | | |

| o | | | | |

| IR | | | | |

| P | | | | ¥

{igt | Execute Query| Last Criteria | Cancel Query | Count Hits |

|[Enter a query; press Alt-F11 to execute, Control-F4 to cancel.
IFIecord: 11 Enter-Guery Insert 564
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PDSIS Output Specifications
Window Displaying Specifications

LOOKUP_OUTSPECINFO_TBL Maintenance

Actien Block Record Field Edit Query Help
PDSISMTLOT 1.0 PDSIS 13-APR-2001
Output Prod Media Input Product Tape Compress Media Size
Specs Media Type Media Densily Blocking Type Size Check
= = i = = e At
R o [ [
|m.m:s lm._ ler_ [emEmrc [0 [60 [ oz 2000 ly_
Im lrr_ ler_ Imamzmc In Izu In‘n\mz Iznun lw_
i RIS e R [° i jioe i il
| i | | | | o
| R e | | | | | i
| i anty | | | | o
| bt | | | | !
| e | | | | =l
| e | | | | M
| [ e | | | | sely
T e = T > >> | Query | Save |
IFIecord: 1/5 Insert
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Troubleshooting PDS Problems
(Cont.)

* Determining Product Codes Using the PDS
Maintenance Module: Procedure

— Start the PDS Maintenance Module
— Click on the Product Code Descriptions button

— Click on the Execute Query button

— Observe the data displayed on the Product Code
Descriptions Maintenance Form to determine
whether the relevant product code has appropriate
values

— Click on the Exit button at the bottom of the
Product Code Descriptions Maintenance Form

— Click on the Exit button at the bottom of the PDS
Maintenance Module Main Menu window

566
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PDS Product Code Descriptions
Maintenance Form (PDSMTPCD)

- s T[]
Action Edit Block Field Record Query Help |
FDEMTRCD 2001 0403

Froduct Code Description= Maintenance

Froduct FDE
Code Desmiphon Desmipton

i ] (

Execite Gueny | Last Criteria Cancel Query | Count Hits

Enter a query; press Al-F11 to execute, Control-F 4 to cancel.
IRﬂ[:urd: 11 E nter Querny Insert
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PDS Product Code Descriptions
Form Displaying Product Code

Action Edit Block Field Record Querny Help |
FDEMTRCD 200100805
Product Code Descriptions Haintenance
Prodact FDs
Caode Desmaphon Desmaphon
Mk{mt FTES A PRODTCT (Edoi &
| | |
| | |
| | |
| | |
| | |
| | |
| | |
| | |
| | |
| | |
| | |
| | |
| | |
| | | 7
Exit | << | < | = | == | Quey | Save |
FRM-40355: Query will refrieve 1 record
IRecord: 1/1 Insert 568
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Troubleshooting PDS Problems
(Cont.)

* Determining Product Codes Using the PDSI
Maintenance Module: Procedure

— Start the PDSIS Maintenance Module
— Click on the Prod Code Info button
— Click on the Execute Query button

— Observe the data displayed on the PDSIS Product
Code Info Window to determine the relevant
product code

— Click on the Exit button at the bottom of the PDSIS
Product Code Info Window

— Click on the Exit button at the bottom of the PDSIS
Maintenance Module Main Menu window

569
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PDSIS Maintenance Module:

[=

Product Code Info Window

Lookup Prodinfo Maintenance

Action Block Record Field Edit Query Help

PDEISMTLPT

1.0 PDSIS

03-APR-2001

Prod
Code

Product Format PDS Project

Order
Node

1

Lim | Execute Query| Last Criteria | Cancel Query |

L A A

Count Hits |

Receive
Emai

|
i

I|Enter a query; press Alt-F11 to execute, Control-F4 to cancel.

IFIe-::ord: 1A

Enter-Query Insert
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PDSIS Product Code Info Window
Displaying Product Code

Lookup Prodinfo Maintenance

Action Block Record Field Edit GQuery Help
PDSISMTLPT 1.0 PDSIS 13-APR-2001
Prod . Order Default Receive
Code Product Format PDS Project Node Size Email
Enlu "mmmc IPds project 000 1000 H Al

=

LEEEEEREEE

e M = < = »> | Query | Save |

IFRM-40355: Query will retrieve 1 record.
IFIecord: 11 Insert 571
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Troubleshooting PDS Problems
(Cont.)

* Determining the Status of PDS Tape/Disk
Drives: Procedure

— Access a terminal window logged in to the PDS
Server host

— Type tpstat then press the Return/Enter key

— Type mt —f device status then press Return/Enter
to determine the current status of a device

— Type mt —f device help then press Return/Enter
to determine other commands available for manual
tape control:

» erase

» offline
» rewind
» unload

572
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Troubleshooting PDS Problems
(Cont.)

* Determining Which Instance of PDSOI Was
Used to Activate a Job

— Purpose

» ldentify the instance of the PDSOI that can be used
for completing the job

— The instance is important because each activated
job’s status file name starts with the Ol ID (which
identifies the PDSOI instance)

» Only an instance of the PDSOI with that Ol ID can
change the job’s status to “QC-Hold” after the
production module has sent the job’s status file to
the “status” subdirectory

» Typically the procedure for determining which
instance of PDSOI was used to activate a job is
performed while trying to determine why a PDS job
does not change to a QC-Hold status although

production was successful 573
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Troubleshooting PDS Problems
(Cont.)

* Determining Which Instance of PDSOI Was |
Used to Activate a Job (Cont.)

— At least two sources of information for determining
which instance of PDSOI was used to activate a job:

» Name of the status file for the job
» Contents of the PPF for the job

« Determining Which Instance of PDSOI Was
Used to Activate a Job: Procedure

— Access a terminal window logged in to the PDS
Server host

— Change the current directory to the “status”
directory

— Request a listing of the subdirectories and files in
the current directory

574
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Troubleshooting PDS Problems
(Cont.)

* Determining Which Instance of PDSOI Was |
Used to Activate a Job: Procedure (Cont.)

— If there is a status file for the job (and if applicable),
return to the appropriate step of the procedure for
Responding to a Job’s Status Not Changing to
QC-Hold Upon Successful Completion

— If there is no status file for the job in the status
directory, change to the “summary” directory

— If there is no status file for the job in either the
status directory or the summary directory, type pg
PPF filename then press Return/Enter

— Observe the entries in the PPF to determine the Ol
ID of the PDSOI instance that initiated the job

— Return to the appropriate step of the procedure for
Responding to a Job’s Status Not Changing to
QC-Hold Upon Successful Completion (if
applicable)

575
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Troubleshooting PDS Problems
(Cont.)

* Forcing AutoRimage Completion

— The PDS Job Monitor provides a means of forcing
AutoRimage completion

— Forcing AutoRimage completion results in a signal
being sent to the job telling it to stop waiting
needlessly and complete processing

» This is useful when a number of jobs are queued for
a Rimage, but the waiting job has produced the
media and is waiting needlessly

* Forcing AutoRimage Completion: Procedure

— Place the mouse cursor on the relevant job in the
running job list of the Job Monitor Main Window
and click and hold the right mouse button

— Select Force AutoRimage Completion from the pop-
up menu

— Click on the Yes button in the dialogue box 576
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Troubleshooting PDS Problems
(Cont.)

* Reactivating Units: Procedure

— In the PDSINFO Work Table reset the Status field
value for all affected units to Q (pending)

— In the PDSINFO Jobs Table reset the Status field
value for the job to Q (pending)

— Reactivate the job using the Main Ol Screen

» The units may not be displayed immediately on the
PDSOI; however, they should appear on the Main Ol
Screen within 15 to 30 minutes

577
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Troubleshooting PDS Problems
(Cont.)

* Reprinting a Label Stamped on a Disk:
Procedure

— Clean any ink from the disk with a cloth and
alcohol-based cleaner

— On the Rimage PC double-click on the Label Editor
icon on the Windows desktop

— Select File - Open from the pull-down menu in the
Label Editor window

— Select the appropriate drive (e.g., C:) in the Open
window

— Click on the icon for reprint.lab in the list of files in
the Open window

— Edit the file in the Label Editor window

— Save (File > Save As) the edited template file as

reprint.lab
578

— Select File —» Exit
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Troubleshooting PDS Problems
(Cont.)

* Reprinting a Label Stamped on a Disk:
Procedure (Cont.)

— Double-click on the CD-R Workstation icon on the
Windows desktop

— Click on Start

— Click on Add

— Select Print Labels Only
— Click on Next

— Click on Next again

— Ensure that Rimage Label (No Merge Fields) is
selected in the Label Type field

— Click on Next again
— Select Browse

— Double-click on the icon for reprint.lab (file name of

the label template created and saved) o
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Troubleshooting PDS Problems
(Cont.)

* Reprinting a Label Stamped on a Disk:
Procedure (Cont.)

— Place the CD that needs the label in the Rimage
input bin

— Click on Finish

— When the label has been reprinted, select File —»
Exit

580
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Troubleshooting PDS Problems
(Cont.)

* Reprinting PDS Documents and Labels

— The problem may be that PDSSA or PDSIS has
failed to print one of the following items or one of
the following items has been damaged, lost, or
misprinted:

» Summary report
» Tape label

» Packing list

» Shipping label

581
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Troubleshooting PDS Problems
(Cont.)

* Reprinting PDS Documents and Labels (Cont.)

— Packing lists and shipping labels can be reprinted
using either the procedure for reprinting PDS
documents and labels or the procedure for Changing
the Values of Order Parameters Using the PDSIS

Maintenance Module

» The PDSIS Orders Maintenance Form can be used to
set the Action Code for the relevant order to “S”

» Both packing lists and shipping labels are printed in
response to an “S” action code

— To reprint a jewel-case insert go to the procedure for
Responding to a Jewel-Case Insert Printing Failure

— If a verification report is needed, rerun the
verification

» Perform the procedure for Responding to a Status of
QC-Hold (Performing a QC Check or Verification)

582
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Troubleshooting PDS Problems
(Cont.)

* Reprinting PDS Documents and Labels:
Procedure

— Access a terminal window logged in to the PDS
Server

— At the UNIX command line prompt type cd then
press the Return/Enter key

— Type cd path then press Return/Enter

— Type Ip -d printerlD filename then press
Return/Enter

» An alternative command is lpr -P printerID filename

» TS20112020001_0001_1.lbl is a tape label for job
T1S20112020001_0001

» TS20112130001_0001.sum is the summary report for
job TS20112130001_0001

» TS20112130001.1bl is the shipping label for order
TS20112130001 583
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Reprint GUI

ReprintGui
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Troubleshooting PDS Problems
(Cont.)

 Reprocessing a Job

— In general jobs are reprocessed in response to one
of the following problems:

» Processing of an order will not complete
» An error occurs during processing
» The medium does not pass verification

— If a job is in an error status, it may be possible to
reprocess the job by activating the job’s units

— If the job is not in an error status or if it has failed
the QC check (and is in QC-Hold status), it will
probably be necessary to perform the following
actions:

» Remove (delete) the associated PPF, status file, and
image files

» Reset the unit and job status to Pending

» Reactivate the job 585
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Troubleshooting PDS Problems
(Cont.)

 Reprocessing a Job: Procedure

— If the job is an 8mm job, check the job log to
determine whether there was an 1/O error

— If the job log indicated an I/O (input/output) error,
turn the power switch for the affected 8mm drive off
then on

— If the job is in an Error status, reactivate units in the
job
» Access a terminal window logged in to the PDS
Server
» Change to the PDS root directory

» List the subdirectories and files in the PDS root
directory

» Remove job’s PPF file from the directory

N\

» Remove job’s status file from the directory
» Change to the assemble directory 586
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Troubleshooting PDS Problems
(Cont.)

 Reprocessing a Job: Procedure (Cont.)

— If the job is in an Error status, reactivate units in the
job (Cont.)

» Remove job’s directory (order# _unit#)

» Remove the job’s image data from the directory if
necessary

» Change the status of the job and its units to Q
(Pending) and reactivate the units/job (procedure for
Reactivating Units )

— Monitor job processing

587
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Troubleshooting PDS Problems
(Cont.)

« Resetting an Order or a Unit: Procedure

NOTE: A PDSIS user ID (e.g., pdsis, pdsis_ts1,
pdsis_ts2) is used in this procedure.

— Log in to the PDS Server host using the appropriate
PDSIS user ID for the operating mode being used

— Change directory to the “utilities” directory

— Enter EcPdPDSISResetOrder MODE orderild
[unitiD] &

— Repeat the preceding step as necessary to reset
additional order(s)/unit(s)

588
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Troubleshooting PDS Problems
(Cont.)

 Responding to a CD/DVD Job Error Indicated
on PDSOI: Procedure

— Access a terminal window logged in to the PDS
Server

— Change to the /pdssa/rimage_jobcontrol directory
— Display the content of pwrtool.log

— Examine the content of the PowerTools log for “File
already exists” or “File not found”

— If one of the problems is found in the PowerTools
log, perform the procedure for Cleaning up the
CD-R_Images Folder on the Rimage

589
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Troubleshooting PDS Problems
(Cont.)

 Responding to a Jewel-Case Insert Printing
Failure

— The problem is that a jewel-case insert has failed to
print and the following circumstances exist:

» Data have been written to the medium
» Status has changed to QC-Hold
» Summary sheet has printed

» There are no obvious printer faults (e.g., paper
supply empty, paper jam)
» Jewel-case insert has not printed

590
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Troubleshooting PDS Problems
(Cont.)

 Responding to a Jewel-Case Insert Printing
Failure: Procedure

— Access a terminal window logged in to the PDS
Server host

— Change to the “summary” directory

— List the subdirectories and files in the “summary”
directory

— Observe the entries in the list to identify the status
file for the job

— If reprinting all jewel-case inserts for a multiple
CD/DVD job, enter mv statusfilename ../status

— If the printer still does not provide output or if
reprinting an individual jewel-case insert, enter
Ip -d printerID insertfilename

— If the specified file did not print on the printer, call

the help desk and submit a trouble ticket 501
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Troubleshooting PDS Problems
(Cont.)

 Responding to a Job’s Status Not Changing
to QC-Hold Although Production is
Successful
— The problem is that a PDS job does not change to a

QC-Hold status although production was
successful

— Possible causes include the following items:

» At least two instances of PDSOI with the same OI ID
are currently active

» The instance of PDSOI with the OI ID that activated
the job is not currently active

» The time on the Rimage PC is not set to within five
minutes of the time on the PDS Server host (CD or
DVD job only)

592
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Troubleshooting PDS Problems
(Cont.)

 Responding to a Job’s Status Not Changin
to QC-Hold Although Production is
Successful: Procedure

— Review the job log to verify that production of the
affected job was in fact successful

— If job production was not successful, go to the
procedure for Reprocessing a Job

— If the affected job is a CD or DVD job, check the
synchronization of the Rimage PC time with PDS
system time

— If the affected job is not a CD or DVD job or if
checking/restoring synchronization of the Rimage
PC time with PDS system time is not effective,
determine which instance of PDSOI was used to
activate the job

— Access a terminal window logged in to the PDS
Server host

593
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Troubleshooting PDS Problems
(Cont.)

 Responding to a Job’s Status Not Changin
to QC-Hold Although Production is
Successful: Procedure (Cont.)

— At the UNIX command line prompt type ps -ef |
grep PDSMTOIX then press Return/Enter

— If there are any active instances of PDSOI currently
running, observe the header of each Main Ol Screen
to identify the Ol ID that applies to each

— If there are multiple instances of PDSOI currently
running with what should be the single controlling
Ol ID on each instance of the GUI, shut down all but
one instance of the PDSOI with that Ol ID

— If there is no current instance of PDSOI with the Ol
ID indicated in the status file name or .ppf contents,
start another PDSOI using the specified Ol ID
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Troubleshooting PDS Problems
(Cont.)

 Responding to a Job’s Status Not Changin
to QC-Hold Although Production is
Successful: Procedure (Cont.)

— Change the values of the following job parameters
using the PDS Maintenance Module:

» PDSINFO Work Table: change the Status of each unit
in the jobto F

» PDSINFO Jobs Table: change the Status of the job to
F

— If the Job Status for the job (on the PDSOI Main Ol
Screen) has changed to QC-Hold, perform the QC
check

— If the Job Status for the job (on the PDSOI Main Ol
Screen) has not changed to QC-Hold, reprocess the
job
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Troubleshooting PDS Problems
(Cont.)

 Responding to a Job on a Lag Report:
Procedure

— Start the PDS Maintenance Module

— Observe the data in all of the various fields on the
PDSINFO Work Table to determine whether there is
missing data in any field for the job, especially in
the Product Code and Output Specs fields

— If there is missing or incorrect data in any field,
enter the appropriate value in the field

— Repeat for all records that need to be modified for
the job

— Determine whether there are appropriate entries in
the PVT_PRCDTBL _TBL database table for Product
Code
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Troubleshooting PDS Problems
(Cont.)

 Responding to a Job on a Lag Report:
Procedure (Cont.)

— Determine whether there are appropriate entries in
the OUT_OTSPTBLV_TBL database table for Output
Specs

— Perform the procedure for Specifying Job Selection
Criteria, ensuring that the specified criteria include
the values for the job on the lag report

— Observe information displayed on the Main Ol
Screen

» The job on the lag report should be displayed on the
Main Ol Screen

— If the job on the lag report is still not displayed on
the Main Ol Screen, call the help desk and submit a
trouble ticket in accordance with site Problem
Management policy
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Troubleshooting PDS Problems
(Cont.)

 Responding to a Locked-Up Screen:
Procedure

— In the UNIX window where the PDSOI was originally
started enter ps -ef | grep PDSMTOIX

— Enter kill -15 processID
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Troubleshooting PDS Problems
(Cont.)

 Responding to a Problem Starting PDSOI:
Procedure

— Wait a few seconds for the PDSOI to be displayed

— If the PDSOI is not displayed after a few seconds,
determine whether the DISPLAY environmental
variable was set properly

— If the DISPLAY environmental variable was not set
properly, set the DISPLAY environmental variable

— Perform the procedure for Starting the PDS
Operator Interface (PDSOI)

— If the DISPLAY environmental variable was set
properly, determine whether the alias pdsoi is set

properly
— If the DISPLAY environmental variable was not set
properly, set it
599
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Troubleshooting PDS Problems
(Cont.)

 Responding to a Save Changes Dialogue Box
When Exiting a Maintenance Module Window:
Procedure

— Click on the Yes button to accept the changes and
dismiss the dialogue box and maintenance module
window or click on the No button to dismiss the
dialogue box and maintenance module window
without accepting the changes made to the data on
the form

— If changes should be saved but it is not possible to
save changes and get out of the maintenance
module window (if the dialogue does not accept
Yes as a response), call the help desk and submit a
trouble ticket in accordance with site Problem
Management policy
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Troubleshooting PDS Problems
(Cont.)

 Responding to a "Waiting for Drive Selection™
Message on the Job Monitor: Procedure
— Minimize other windows in the workspace and see if

the Media Drive Selection window was hidden
behind another window

— If the Media Drive Selection window is visible in the
workspace, go to Step 4 of the procedure for
Activating a Job

— If the Media Drive Selection window is not visible
anywhere in the workspace, access a terminal
window logged in to the PDS Server host

— Change to the $PDSROOT/run directory
— Enter genericout job key

— If the Media Drive Selection window is visible in the
workspace, go to Step 4 of the procedure for
Activating a Job 601
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Troubleshooting PDS Problems
(Cont.)

 Responding to Duplicate Jobs on the PDSOI:
Procedure

— Observe the job keys of the "duplicate” jobs on the
Main Ol Screen to verify that the jobs are true
duplicates

— Use the PDS Maintenance Module PDSINFO Jobs
Table to determine whether any field has data that
differ from preceding records, determine which
record is the correct one

— Repeat for all records with the same job key in the
PDSINFO Jobs Table

— If any field has data that differ from preceding
records, determine which record is the correct one

— Delete all incorrect records (select Record —»
Remove from the pull-down menu)
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Troubleshooting PDS Problems
(Cont.)

 Responding to Duplicate Jobs on the PDSOI:
Procedure (Cont.)

— If the OI ID specified in the PDSINFO Jobs Table is
different from the Ol ID used in starting the current
PDSOI, start another PDSOI using the OI ID
specified in the PDSINFO Jobs Table

— Process the job using the newly started PDSOI

— If the values of any parameters on the PDSINFO
Work Table are inconsistent with the values in the

fields on the PDSINFO Jobs Table, enter the
appropriate values in the PDSINFO Work Table

— Repeat for all records for the job

— If the PDSOI continues to create duplicate jobs, use
the PDS Maintenance Module to change the values
of job parameters that have blank or invalid values

and remove duplicate records
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Troubleshooting PDS Problems
(Cont.)

 Responding to Low Disk Space

— If disk space becomes low it should be noticeable
in the Assembly Disk Usage section of the Job
Monitor Main Window

 Responding to Low Disk Space: Procedure

— Wait before activating any jobs that would use the
disk resource and perform the steps that follow

— Complete orders that are being processed

— Access a terminal window logged in to the PDS
Server host

— Change to the /pdssa/assemble directory

— List subdirectories and files in the /pdssa/assemble
directory

— Remove unneeded data (files or subdirectories)
from the directory 604
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Troubleshooting PDS Problems
(Cont.)

« Responding to No Printouts (Either Jewel- |
Case Inserts or Paper Reports): Procedure

— Observe the printer to determine whether there are
any obvious faults (e.g., power off, paper supply
empty, paper jam)

— Respond to obvious faults, if any

— If the jewel-case printer is affected and the printer
displays a “Wrong Media in Multi-Purpose Tray”
message, reset the printer settings

— Click on Printers on the menu bar of the Main Ol
Screen

— If no printer is selected for either Report Printer or
Jewel-Case Insert Printer, select the appropriate
printer(s)

— If either printer still does not provide output, access
a terminal window logged in to the PDS Server host 505
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Troubleshooting PDS Problems
(Cont.)

« Responding to No Printouts (Either Jewel- |
Case Inserts or Paper Reports): Procedure
(Cont.)

— At the UNIX command line prompt enter Ip -d
printerID filename

» For example:
» Ip -d x0dih04 0000104030361_0001.ppf

— If the specified file did not print, call the help desk
and submit a trouble ticket in accordance with site
Problem Management policy

— If the test file did print on the printer and it is the
jewel-case printer that is affected, examine the job
log for an entry indicating that the job has stalled
while waiting for status from Rimage

— If the job has stalled while waiting for status from

Rimage, check the NFS connection 606
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Troubleshooting PDS Problems
(Cont.)

« Responding to No Printouts (Either Jewel- |
Case Inserts or Paper Reports): Procedure
(Cont.)

— If the NFS connection is good or if the job does not
go to completion after the NFS connection has been
restored, check synchronization of the Rimage PC
time with the PDS system time

— If the problem has not been resolved through any of
the preceding actions, call the help desk and
submit a trouble ticket in accordance with site
Problem Management policy
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Troubleshooting PDS Problems
(Cont.)

 Responding to PDSOIl's Failure to Update
Status: Procedure

— Access a terminal window logged in to the PDS Server
host

— List the subdirectories and files in the “status”
directory

— Identify the status file for the job in the list of
subdirectories and files in the “status” directory

— If there is no status file for the job, go to the procedure
for Responding to a Job’s Status Not Changing to QC-
Hold Although Production is Successful

— If there is no current instance of PDSOI with the OI ID
included in the status file name, start another PDSOI
using the specified OI ID

— Process the job using the PDSOI started using the Ol
ID specified in the status file name 508
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Troubleshooting PDS Problems
(Cont.)

* Viewing a Job Log or Job Production
Parameter File (PPF) Using UNIX Commands

— If the PDS Job Monitor is not available, UNIX
commands can be used to gain access to a log file
or job Production Parameter File (PPF)

* Viewing a Job Log or Job Production
Parameter File (PPF) Using UNIX Commands:
Procedure

— Access a terminal window logged in to PDS Server

— Change directory to the PDS root directory, which
contains the PPF files for the jobs being processed

— If a job log is to be viewed, change directory to the
“summary” directory, which contains the log files

— Type pg filename then press Return/Enter
— Review the PPF or log 609
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Troubleshooting PDS Problems
(Cont.)

* Viewing a Job Log Using the PDS Job Monitor

— The PDS Job Monitor provides a relatively easy
means of gaining access to the log for a particular
job

* Viewing a Job Log Using the PDS Job
Monitor: Procedure
— Place the mouse cursor on the relevant job in the

running job list of the Job Monitor Main Window
and click and hold the right mouse button

— Select View Job Log from the pop-up menu
— Review the log

— To exit from the log click on the Exit button at the
bottom of the window
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PDS Job Log

dggout-debug

dggout-debug

Cpening summary file /sgsl8/pdsl/pds/summary /0119903110050 0049, s

ENTERING STRGE: Retrieving Data From Sile
Fre-staging /fdoqg/J/june TX/C3010156.58Ws. 843611

™ Joh Loy For 0119903110050_0049 = = E
[dggout-debug] Quadname for unit 50 is JUNO TX SE A
[dggout-debug] Quadname for unit 51 is JUNO TX HNW

[dggout-debug] Quadname for unit 52 is JUNOC TX HE

[dggout-debug] Quadname for unit 53 is DEATON DERW TX SW

[dggout-debug] Quadname for unit 54 is DEATON DERW TX SE

[dggout-debug] Quadname for unit 55 is DEATON DEAW TX NW

[dggout-debug] Quadname for unit 56 is DEATON DEAW TX NE ~!
[dggout-debug] Quadname for unit 57 is OGLESEY RANCH TX SW

[dggout-debug] Quadname for unit 58 is OGLESBY RANCH T SE

[dggout-debug] Quadname for unit 59 is OGLESEY RANCH T HNW

[dggout-debug] Quadname for unit 50 is OGLESBY EANCH T NE

[dggout-debug] Quadname for unit 61 is MOORE RANCH TX =W

[dggout-debug] Quadname for unit 62 is MOORE RRBNCH TX SE

[dggout-debug] Quadname for unit 63 is MOORE RANCH TX NW

[dggout-debug] Quadname for unit 64 is MOORE RLNCH TX NE

[dggout-debug] Quadname for unit 65 is ELDCRADO NW TX =W

[dggout-debug] Quadname for unit &6 is ELDORADO NW TX SE

[dggout-debug] Quadname for unit 67 is ELDORADO NW TX NW

[dggout-debug] Quadname for unit 68 is ELDORADO NW TX NE

[dggout-debug] Quadname for unit 69 is ELDORADO NE TX SW

[dggout-debug] Quadname for unit 70 is ELDORADO NE TX SE

[dggout-debug] Quadname for unit 71 is ELDORADO NE TX NW

[dggout-debug] Quadname for unit 72 is ELDORADO NE TX NE

[ ]

um

[

[

[

]
dggout-debug]

dggout-debug]
[dggout-debug]

257

257
[dggout-debug]
[dggout-debug]
[dggout-debug]

“rlinformationall
250 UniTree CWD command successful.

"Sdoggq/J/june TX" is current directorsy.
505 /fdogq/J/junc_ TX/C3010156. SWS. 849611 :
"Sdogg/J/june TX" is current directory

“rlinformational]

250 UniTree CWD command successful.

257

Checking for existence on UMITREE
umget -sd "/dogg/J/junc TX" C3010156.8Ws. 843611
Eemote system is <edosgs3-fddis

iz being moved from the archive...

Pre-staging /deogg/T/juno_ TX/C3010156.5ES. 843610
Checking for existence on UMITREE

umget -sd "/doqg/JI/june TH" C3010156.8E5.849610
Bemote system is <edesgs3-fddiz
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Troubleshooting PDS Problems
(Cont.)

* Viewing a Job Production Parameter File
(PPF) Using the PDS Job Monitor

— The PDS Job Monitor provides a relatively easy
means of gaining access to the PPF for a job

— The PPF specifies all of the information that the job
needs to run (e.g., the media type, data path, bin
number, etc.)

* Viewing a Job Production Parameter File
(PPF) Using the PDS Job Monitor: Procedure

— Place the mouse cursor on the relevant job in the
running job list of the Job Monitor Main Window
and click and hold the right mouse button

— Select View Job PPF from the pop-up menu
— Review the PPF file
— Click on the Exit button at the bottom of the window 512
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PDS Job PPF Window
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Troubleshooting PDS Problems
(Cont.)

* Viewing an Extended Error Message:
Procedure

— Click on the action button at the beginning of the
relevant error status line

— Select (highlight) Expanded Message in the Action
List box

— Click on the OK button

— Observe information displayed on the extended
message window

— To return to the Checking/Clearing Errors on PDSIS
procedure click on the Close button
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